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Holography is now used widely as a display medium. In addition, it is firmly established as a tool for scientific and engineering studies, and has found a remarkably wide range of applications for which it is uniquely suited.

This book is intended as an introduction to the subject for science and engineering students, as well as people with a scientific background who would like to learn more about holography and its applications. Key topics are presented at a level that is accessible to anyone with a basic knowledge of physics. A comprehensive bibliography and references to original papers identify sources of additional information. Numerical problems (and solutions) are provided at the end of each chapter, to clarify the principles discussed and give the reader a feel for numbers.

After a brief historical retrospect, the first three chapters review image formation by a hologram, the characteristics of the reconstructed image, and the basic types of holograms, while the next three chapters discuss available light sources, the characteristics of hologram recording media and practical recording materials.

These six chapters are followed by three chapters describing methods for the production of different types of holograms for displays, including multicolor holograms, and methods for making copies of holograms, as well as a chapter describing the production of computer-generated holograms. Following these, the next two chapters review some of the most important technical applications of holography, such as high-resolution imaging, holographic optical elements, and holographic information storage and processing.

Finally, three chapters describe the techniques of holographic interferometry, including the application of digital electronic techniques to holographic interferometry. Some essential mathematical results are summarized in four appendices.

This book had its origin in a series of lectures presented at a Winter School
on Optics held at the International Centre for Theoretical Physics in Trieste and organized by the International Commission for Optics, and I would like to express my gratitude for their support.

P. Hariharan
Sydney, November 2001
Holographic imaging

A hologram is usually recorded on a photographic plate or a flat piece of film, but produces a three-dimensional image. In addition, making a hologram does not involve recording an image in the conventional sense. To resolve this apparent paradox and understand how holography works, we have to start from first principles.

In conventional imaging techniques, such as photography, what is recorded is merely the intensity distribution in the original scene. As a result, all information about the optical paths to different parts of the scene is lost.

The unique characteristic of holography is the idea of recording both the phase and the amplitude of the light waves from an object. Since all recording materials respond only to the intensity in the image, it is necessary to convert the phase information into variations of intensity. Holography does this by using coherent illumination and introducing, as shown in fig. 1.1, a reference beam derived from the same source. The photographic film records the interference pattern produced by this reference beam and the light waves scattered by the object.

Fig. 1.1. Hologram recording: the interference pattern produced by the reference wave and the object wave is recorded.
Since the intensity at any point in this interference pattern also depends on the phase of the object wave, the resulting recording (the hologram) contains information on the phase as well as the amplitude of the object wave. If the hologram is illuminated once again with the original reference wave, as shown in fig. 1.2, it reconstructs the original object wave.

An observer looking through the hologram sees a perfect three-dimensional image. This image exhibits, as shown in figs. 1.3 and 1.4, all the effects of perspective, and depth of focus when photographed, that characterized the original object.

### 1.1 Early development

In Gabor’s historical demonstration of holographic imaging [Gabor, 1948], a transparency consisting of opaque lines on a clear background was illuminated with a collimated beam of monochromatic light, and the interference pattern produced by the directly transmitted beam (the reference wave) and the light scattered by the lines on the transparency was recorded on a photographic plate. When the hologram (a positive transparency made from this photographic negative) was illuminated with the original collimated beam, it produced two diffracted waves, one reconstructing an image of the object in its original location, and the other, with the same amplitude but the opposite phase, forming a second, *conjugate* image.

A major drawback of this technique was the poor quality of the reconstructed image, because it was degraded by the conjugate image, which was superimposed on it, as well as by scattered light from the directly transmitted beam.

The twin-image problem was finally solved when Leith and Upatnieks...
Fig. 1.3. Views from different angles of the image reconstructed by a hologram, showing changes in perspective.
[1962, 1963, 1964] developed the off-axis reference beam technique shown schematically in figs. 1.1 and 1.2. They used a separate reference wave incident on the photographic plate at an appreciable angle to the object wave. As a result, when the hologram was illuminated with the original reference beam, the two images were separated by large enough angles from the directly transmitted beam, and from each other, to ensure that they did not overlap.

The development of the off-axis technique, followed by the invention of the laser, which provided a powerful source of coherent light, resulted in a surge of activity in holography that led to several important applications.

1.2 The in-line hologram

We consider the optical system shown in fig. 1.5 in which the object (a transparency containing small opaque details on a clear background) is illuminated by a collimated beam of monochromatic light along an axis normal to the photographic plate.

The light incident on the photographic plate then contains two components. The first is the directly transmitted wave, which is a plane wave whose amplitude and phase do not vary across the photographic plate. Its complex amplitude (see Appendix A) can, therefore, be written as a real constant $r$. The
second is a weak scattered wave whose complex amplitude at any point \((x, y)\) on the photographic plate can be written as \(o(x, y)\), where \(|o(x, y)| \ll r\).

Since the resultant complex amplitude is the sum of these two complex amplitudes, the intensity at this point is

\[
I(x, y) = |r + o(x, y)|^2,
= r^2 + |o(x, y)|^2 + ro(x, y) + ro^*(x, y),
\]

where \(o^*(x, y)\) is the complex conjugate of \(o(x, y)\).

A ‘positive’ transparency (the hologram) is then made by contact printing from this recording. If we assume that this transparency is processed so that its amplitude transmittance (the ratio of the transmitted amplitude to that incident on it) can be written as

\[
t = t_0 + \beta TI,
\]

where \(t_0\) is a constant background transmittance, \(T\) is the exposure time and \(\beta\) is a parameter determined by the photographic material used and the processing conditions, the amplitude transmittance of the hologram is

\[
t(x, y) = t_0 + \beta T[r^2 + |o(x, y)|^2 + ro(x, y) + ro^*(x, y)].
\]

Finally, the hologram is illuminated, as shown in fig. 1.6, with the same collimated beam of monochromatic light used to make the original recording. Since the complex amplitude at any point in this beam is, apart from a constant factor, the same as that in the original reference beam, the complex amplitude transmitted by the hologram can be written as

\[
u(x, y) = rt(x, y)
= r(t_0 + \beta Tr^2) + \beta Tr|o(x, y)|^2
+ \beta Tr^2o(x, y) + \beta Tr^2o^*(x, y).
\]
The right-hand side of (1.4) contains four terms. The first of these, \( r(t_0 + \beta Tr^2) \), which represents a uniformly attenuated plane wave, corresponds to the directly transmitted beam.

The second term, \( \beta Tr^2 |o(x, y)|^2 \), is extremely small, compared to the other terms, and can be neglected.

The third term, \( \beta Tr^2 o(x, y) \), is, except for a constant factor, identical with the complex amplitude of the scattered wave from the object and reconstructs an image of the object in its original position. Since this image is formed behind the hologram, and the reconstructed wave appears to diverge from it, it is a virtual image.

The fourth term, \( \beta Tr^2 o^*(x, y) \), represents a wave similar to the object wave, but with the opposite curvature. This wave converges to form a real image (the conjugate image) at the same distance in front of the hologram.

With an in-line hologram, an observer viewing one image sees it superimposed on the out-of-focus twin image as well as a strong coherent background. Another drawback is that the object must have a high average transmittance for the second term on the right-hand side of (1.4) to be negligible. As a result, it is possible to form images of fine opaque lines on a transparent background, but not vice versa. Finally, the hologram must be a ‘positive’ transparency. If the initial recording is used directly, \( \beta \) in (1.2) is negative, and the reconstructed image resembles a photographic negative of the object.

### 1.3 Off-axis holograms

To understand the formation of an image by an off-axis hologram, we consider the recording arrangement shown in fig. 1.7, in which (for simplicity) the reference beam is a collimated beam of uniform intensity, derived from the same source as that used to illuminate the object.
The complex amplitude at any point \((x, y)\) on the photographic plate due to the reference beam can then be written (see Appendix A) as

\[
r(x, y) = r \exp(i2\pi\xi x),
\]

(1.5)

where \(\xi = (\sin \theta)/\lambda\), since only the phase of the reference beam varies across the photographic plate, while that due to the object beam, for which both the amplitude and phase vary, can be written as

\[
o(x, y) = |o(x, y)| \exp[-i\phi(x, y)].
\]

(1.6)

The resultant intensity is, therefore,

\[
I(x, y) = |r(x, y) + o(x, y)|^2
= |r(x, y)|^2 + |o(x, y)|^2
+ r|o(x, y)| \exp[-i\phi(x, y)] \exp(-i2\pi\xi x)
+ r|o(x, y)| \exp[i\phi(x, y)] \exp(i2\pi\xi x)
= r^2 + |o(x, y)|^2 + 2r|o(x, y)| \cos[2\pi\xi x + \phi(x, y)].
\]

(1.7)

The amplitude and phase of the object wave are encoded as amplitude and phase modulation, respectively, of a set of interference fringes equivalent to a carrier with a spatial frequency of \(\xi\).

If, as in (1.2), we assume that the amplitude transmittance of the processed photographic plate is a linear function of the intensity, the resultant amplitude transmittance of the hologram is

\[
t(x, y) = t_0' + \beta T |o(x, y)|^2
+ \beta Tr |o(x, y)| \exp[-i\phi(x, y)] \exp(-i2\pi\xi x)
+ \beta Tr |o(x, y)| \exp[i\phi(x, y)] \exp(i2\pi\xi x),
\]

(1.8)

where \(t_0' = t_0 + \beta T r^2\) is a constant background transmittance.
When the hologram is illuminated once again with the original reference beam, as shown in fig. 1.8, the complex amplitude of the transmitted wave can be written as

\[
u(x, y) = r(x, y) t(x, y) \\
= t_0 \exp(i2 \pi \xi x) + \beta Tr |o(x, y)|^2 \exp(i2 \pi \xi x) \\
+ \beta Tr^2 o(x, y) + \beta Tr^2 o^*(x, y) \exp(i4 \pi \xi x). \tag{1.9}
\]

The first term on the right-hand side of (1.9) corresponds to the directly transmitted beam, while the second term yields a halo surrounding it, with approximately twice the angular spread of the object. The third term is identical to the original object wave, except for a constant factor \(\beta Tr^2\), and produces a virtual image of the object in its original position. The fourth term corresponds to the conjugate image which, in this case, is a real image. If the offset angle of the reference beam is made large enough, the virtual image can be separated from the directly transmitted beam and the conjugate image.

In this arrangement, corresponding points on the real and virtual images are located at equal distances from the hologram, but on opposite sides of it. Since the depth of the real image is inverted, it is called a pseudoscopic image, as opposed to the normal, or orthoscopic, virtual image. It should also be noted that the sign of \(\beta\) only affects the phase of the reconstructed image, so that a ‘positive’ image is always obtained, even if the hologram recording is a photographic negative.

### 1.4 Fourier holograms

An interesting hologram recording configuration is one in which the complex amplitudes of the waves that interfere at the hologram are the Fourier...
transforms (see Appendix B) of the complex amplitudes of the original object and reference waves. Normally, this implies an object of limited thickness, such as a transparency.

To record a Fourier hologram, the object transparency is placed in the front focal plane of a lens, as shown in Fig. 1.9, and illuminated with a collimated beam of monochromatic light. The reference beam is derived from a point source also located in the front focal plane of the lens. The hologram is recorded on a photographic plate placed in the back focal plane of the lens [Vander Lugt, 1964].

If the complex amplitude of the wave leaving the object plane is \( o(x, y) \), its complex amplitude at the photographic plate located in the back focal plane of the lens is

\[
O(\xi, \eta) = \mathcal{F}\{o(x, y)\}. \tag{1.10}
\]

The reference beam is derived from a point source also located in the front focal plane of the lens. If \( \delta(x + b, y) \) is the complex amplitude of the wave leaving this point source, the complex amplitude of the reference wave at the photographic plate can be written as

\[
R(\xi, \eta) = \exp(-i2\pi\xi b). \tag{1.11}
\]

The intensity in the interference pattern produced by these two waves is, therefore,

\[
I(\xi, \eta) = 1 + |O(\xi, \eta)|^2 + O(\xi, \eta) \exp(i2\pi\xi b) + O^*(\xi, \eta) \exp(-i2\pi\xi b). \tag{1.12}
\]

To reconstruct the image, the processed hologram is replaced in the front focal plane of the lens, as shown in Fig. 1.10, and illuminated with a collimated beam of monochromatic light.
If the incident wave has unit amplitude, and the amplitude transmittance of the processed hologram is a linear function of the intensity, the complex amplitude of the transmitted wave is

\[ U(\xi, \eta) = t_0 + \beta TI(\xi, \eta). \]  

(1.13)

The complex amplitude in the back focal plane of the lens is then the Fourier transform of \( U(\xi, \eta) \). We have

\[
\begin{align*}
    u(x, y) &= \mathcal{F}\{U(\xi, \eta)\} \\
    &= (t_0 + \beta T)\delta(x, y) + \beta To(x, y) \star o(x, y) \\
    &\quad + \beta To(x - b, y) + \beta To^*(x + b, -y).
\end{align*}
\]  

(1.14)

As shown in fig. 1.10, the wave corresponding to the first term on the right-hand side of (1.14) comes to a focus on the axis, while that corresponding to the second term forms a halo around it. The third term produces an image of the original object, shifted downwards by a distance \( b \), while the fourth term gives rise to a conjugate image, rotated by 180° and shifted upwards by the same distance \( b \).

Fourier holograms have the useful property that the reconstructed image does not move when the hologram is translated in its own plane. This is because a shift of a function in the spatial domain only results in its Fourier transform being multiplied by a phase factor which has no effect on the intensity distribution.

### 1.5 Lensless Fourier holograms

A hologram with the same properties as a Fourier hologram can be produced, without a lens, with the arrangement shown in fig. 1.11 in which the object is illuminated with a plane wave, and the reference wave comes from a point source in the plane of the object [Stroke, 1965].
In this recording arrangement, the effect of the spherical phase factor associated with the near-field (or Fresnel) diffraction pattern of the object transparency (see Appendix C) is eliminated by using a spherical reference wave with the same average curvature.

Figure 1.12 shows the images reconstructed by a lensless Fourier hologram.

In this recording arrangement, the effect of the spherical phase factor associated with the near-field (or Fresnel) diffraction pattern of the object transparency (see Appendix C) is eliminated by using a spherical reference wave with the same average curvature.

Figure 1.12 shows the images reconstructed by a lensless Fourier hologram.

1.6 Image holograms

For some applications, there are advantages in recording a hologram of a real image of the object formed by a lens. As shown in fig. 1.13, the hologram plate
is set in the central plane of the image, and a hologram is recorded in the normal fashion with an off-axis reference beam.

When the hologram is illuminated with the original reference beam, part of the reconstructed image lies in front of the hologram, and part of the image lies behind it. Since the image is very close to the hologram plane, the spatial and temporal coherence requirements for the illumination used to reconstruct the image are much less critical, and it is even possible, with an object of limited depth, to use an extended white-light source [Rosen, 1966].

1.7 Reflection holograms

It is also possible to record a hologram with the object beam and the reference beam incident on the photographic emulsion from opposite sides. The interference fringes then form a series of planes within the emulsion layer, at a small angle to its surface and about half a wavelength apart. Such holograms, when illuminated with a point source of white light, reflect a sufficiently narrow band of wavelengths to reconstruct an image of acceptable quality.

A simpler way of recording such a hologram, with an object of limited depth, is to use the portion of the reference beam transmitted by the photographic plate to illuminate the object [Denisyuk, 1962].
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Problems

1.1. A transmission hologram is recorded using a He–Ne laser ($\lambda = 633$ nm) with the object and reference beams making angles of $+30^\circ$ and $-30^\circ$, respectively, with the normal to the photographic plate. What is the average spatial frequency of the hologram fringes?

The average spatial frequency of the hologram fringes is

$$\xi = \frac{2 \sin 30^\circ}{633 \times 10^{-9}} \text{ m}^{-1} = 1579 \text{ lines/mm}. \quad (1.15)$$

1.2. What would be the spatial frequency of the fringes in a reflection hologram recorded with a He–Ne laser ($\lambda = 633$ nm) if the object beam is normal to the photographic plate, and the reference beam makes an angle of $45^\circ$ with the normal?

The refractive index of the unexposed photographic emulsion is about 1.6. As a result, after refraction, the reference beam makes an angle of $26.3^\circ$ with the normal. The angle between the two beams in the photographic emulsion is $153.7^\circ$, and the two beams make angles of $\pm 76.85^\circ$ with the fringe planes, which are inclined at $13.15^\circ$ to the surface of the emulsion.

In addition, the wavelength of the laser in the unexposed photographic emulsion is $633/1.6 = 395.6$ nm. The spatial frequency of the fringes is, therefore,

$$\xi = \frac{2 \sin 76.85^\circ}{395.6 \times 10^{-9}} \text{ m}^{-1} = 4923 \text{ lines/mm}. \quad (1.16)$$

1.3. A lensless Fourier hologram is recorded with a He–Ne laser ($\lambda = 633$ nm) using an arrangement similar to that shown in fig. 1.11. The object is a
transparency with a width of 2 cm placed with its inner edge at a distance of 0.5 cm from the point source providing the reference wave. The hologram is recorded on a photographic plate placed at a distance of 25 cm from the reference source. What is the range of spatial frequencies of the hologram fringes?

At any point in the hologram, the angle between the object and reference beams ranges from a maximum of approximately 0.1 radian (5.73°) to a minimum of approximately 0.02 radian (1.15°). The spatial frequency of the hologram fringes ranges, therefore, from

\[
\xi_{\text{max}} \approx \frac{\sin 5.73^\circ}{633 \times 10^{-9}} \text{m}^{-1}
\]

\[
\approx 158 \text{ lines/mm}
\]

(1.17)

to

\[
\xi_{\text{min}} \approx \frac{\sin 1.15^\circ}{633 \times 10^{-9}} \text{m}^{-1}
\]

\[
\approx 31.6 \text{ lines/mm.}
\]

(1.18)
2

The reconstructed image

2.1 Images of a point

To study the characteristics of the reconstructed image and their dependence on the optical system, we consider, as shown in fig. 2.1(a), the hologram of a point object $O(x_O, y_O, z_O)$, recorded with a reference wave from a point source $R(x_R, y_R, z_R)$, using light of wavelength $\lambda_1$.

![Diagram](image)

(a) Hologram recording

Reconstruction source $(x_p, y_p, z_p)$

![Diagram](image)

(b) Image reconstruction

Fig. 2.1. Formation of the image of a point object by a hologram.
If, then, this hologram is illuminated with monochromatic light with a wavelength \( \lambda_2 \) from a point source \( P(x_\mu, y_\mu, z_\mu) \), as shown in fig. 2.1(b), it can be shown that the coordinates of the primary image of \( O \) are [Meier, 1965]

\[
x_I = \frac{x_P x_O z_R}{z_O z_R + \mu z_p z_R - \mu z_p z_O}, \quad (2.1)
\]

\[
y_I = \frac{y_P y_O z_R}{z_O z_R + \mu z_p z_R - \mu z_p z_O}, \quad (2.2)
\]

\[
z_I = \frac{z_P z_O z_R}{z_O z_R + \mu z_p z_R - \mu z_p z_O}, \quad (2.3)
\]

where \( \mu = (\lambda_2 / \lambda_1) \), while those of the conjugate image of \( O \) are

\[
x_C = \frac{x_P x_O z_R - \mu x_O z_p z_R + \mu x_R z_p z_O}{z_O z_R - \mu z_p z_R + \mu z_p z_O}, \quad (2.4)
\]

\[
y_C = \frac{y_P y_O z_R - \mu y_O z_p z_R + \mu y_R z_p z_O}{z_O z_R - \mu z_p z_R + \mu z_p z_O}, \quad (2.5)
\]

\[
z_C = \frac{z_P z_O z_R}{z_O z_R - \mu z_p z_R + \mu z_p z_O}. \quad (2.6)
\]

The lateral magnification of the primary image can be defined as

\[
M_{\text{lat},I} = \frac{dx_I}{dx_O} = \frac{dy_I}{dy_O}
= \left[ 1 + z_O \left( -\frac{1}{\mu z_p} - \frac{1}{z_R} \right) \right]^{-1}, \quad (2.7)
\]

while that of the conjugate image is

\[
M_{\text{lat},C} = \left[ 1 - z_O \left( \frac{1}{\mu z_p} - \frac{1}{z_R} \right) \right]^{-1}. \quad (2.8)
\]

Similarly, the longitudinal magnification of the primary image is

\[
M_{\text{long},I} = \frac{dz_I}{dz_O}
= \frac{1}{\mu} \left( M_{\text{lat},I} \right)^2, \quad (2.9)
\]

while that of the conjugate image is

\[
M_{\text{long},C} = -\frac{1}{\mu} \left( M_{\text{lat},C} \right)^2, \quad (2.10)
\]

implying that it has the opposite sign.
If the hologram is illuminated with the reference wave originally used to record it, the primary image has the same size as the original object and coincides with it. However, any change in the position, or the wavelength, of the point source used for reconstruction results in a change in the position and magnification of the reconstructed images and can introduce aberrations.

2.2 Orthoscopic and pseudoscopic images

To understand the implications of the opposite signs of $M_{\text{long},I}$ and $M_{\text{long},C}$, we consider an off-axis hologram recorded with a collimated reference beam incident normal to the photographic plate, as shown in fig. 2.2(a).

When the hologram is illuminated once again with the same collimated reference beam, as shown in fig. 2.2(b), it reconstructs two images, one virtual and the other real. While the virtual image is located behind the hologram, in the same position as the object, the real image is located at the same distance from the hologram, but in front of it. Since corresponding points on the virtual and real images are located at equal distance from the plane of the hologram, the real image has the curious property that its depth appears inverted. Such an image is called a pseudoscopic image.

A hologram that produces an orthoscopic real image of an object can be produced in two steps [Rotz & Friesem, 1966]. In the first step, as shown in fig. 2.3, a hologram ($H_1$) is recorded of the object with a collimated reference beam. $H_1$ is then illuminated once again with the same reference beam, and a second hologram ($H_2$) is recorded of the real image formed by $H_1$ using another collimated reference beam.

When $H_2$ is illuminated with a collimated beam, it reconstructs a pseudoscopic virtual image, located in the same position as the real image formed by $H_1$, and an orthoscopic real image.

A simpler method is to record a hologram of an orthoscopic real image of the object formed by a large concave mirror or lens. When this hologram is illuminated with the original reference beam, it reconstructs the original object wave, producing an orthoscopic real image.

2.3 Image aberrations

If the hologram is replaced in the position in which it was recorded and illuminated with the original reference beam, $z_p = z_R$ and $\mu = 1$. The primary image then coincides with the object. In any other case, the image may exhibit aberrations.

These aberrations can be defined as the phase difference between the reference spheres centered on the image points defined in Section 2.1 and the
Fig. 2.2. Formation of orthoscopic and pseudoscopic images by a hologram.
Fig. 2.3. Production of an orthoscopic real image by recording two holograms in succession [Rotz & Friesem, 1966].
actual reconstructed wavefronts. They can be evaluated if we retain the third-degree terms in the expansion for the phase of a spherical wavefront [Meier, 1965].

### 2.3.1 Classification of aberrations

Hologram aberrations can be classified in the same manner as lens aberrations [Hopkins, 1950]. If we use polar coordinates \((\rho, \theta)\) in the hologram plane, the third-order aberration can be written as

\[
\Delta \phi_j = (2\pi/\lambda_j) \left[ -(1/8) \rho^4 S + (1/2) \rho^3 (C_x \cos \theta + C_y \sin \theta) \right. \\
- (1/2) \rho^2 (A_x \cos^2 \theta + A_y \sin^2 \theta + 2A_x A_y \cos \theta \sin \theta) \\
- (1/4) \rho F + (1/2) \rho (D_x \cos \theta + D_y \sin \theta),
\]

(2.11)

where \(S\) is the coefficient of spherical aberration, \(C_x, C_y\) are the coefficients of coma, \(A_x, A_y\) are the coefficients of astigmatism, \(F\) is the coefficient of field curvature and \(D_x, D_y\) are the coefficients of distortion.

For simplicity, we will assume that the object lies on the x axis \((y_o = 0)\) and consider only the conjugate (real) image. The aberration coefficients for the primary (virtual) image can be obtained by changing the signs of \(z_o\) and \(z_R\) in the expressions obtained for the conjugate image.

It can then be shown that the coefficient of spherical aberration is

\[
S = (1/z_p^3) - (\mu/z_o^3) + (\mu/z_R^3) - (1/z_c^3).
\]

(2.12)

When \(z_R = z_o, z_c = z_p\), and the spherical aberration is zero.

The coefficient of coma is

\[
C_x = (x_p/z_p^3) - (\mu x_o/z_o^3) + (\mu x_R/z_R^3) - (x_c/z_c^3).
\]

(2.13)

Coma can be eliminated only if \(z_R = z_o\) and \(z_p = \pm z_o\).

The coefficient of astigmatism is

\[
A = (x_p^2/z_p^3) - (\mu x_o^2/z_o^3) + (\mu x_R^2/z_R^3) - (x_c^2/z_c^3).
\]

(2.14)

Astigmatism is eliminated when \(z_R = z_o\), \((x_p/z_p) = - (\mu x_R/z_R)\) and \(z_p = \mu z_o\).

Coma and astigmatism can, therefore, be eliminated simultaneously only when \(\mu = 1\).

The coefficient for curvature of field is

\[
F = [(x_p^2 + y_p^2)/z_p^3] - [\mu (x_o^2 + y_o^2)/z_o^3] \\
+ [(\mu x_R^2 + y_R^2)/z_R^3] - [(x_c^2 + y_c^2)/z_c^3]
\]

(2.15)

which disappears when the astigmatism is reduced to zero.
Finally, the coefficient of distortion is

\[
D_x = \left[ \frac{y_0^2}{z_p^2} \right] - \left[ \frac{\mu (y_0^2 + y_0' z_0^2)}{z_p^2} \right] + \left[ \frac{(x_0 + x_0' z_0^2)}{z_p^2} \right] - \left[ \frac{(x_0 + x_0' z_0^2)}{z_p^2} \right].
\] (2.16)

Distortion cannot normally be eliminated when \( \mu \neq 1 \).

In particular, unless \( M_{\text{lat}} = 1 \) and \( \mu = 1 \), the longitudinal magnification is not the same as the lateral magnification, resulting in a distortion in depth. However, longitudinal distortion due to the recording and reconstruction wavelengths not being the same (\( \mu \neq 1 \)) can be minimized by a proper choice of the recording and reconstruction geometry [Hariharan, 1976].

### 2.4 Image blur

A source other than a laser (one with a finite size and spectral bandwidth) is often used to illuminate the hologram and view the reconstructed image. However, the use of such a source affects the sharpness of the reconstructed image.

From (2.1), it can be shown that if the source used to illuminate the hologram occupies very nearly the same position as the reference source used to record it and has very nearly the same wavelength, the blur of the reconstructed image along the \( x \) axis for a source size \( \Delta x_p \) is

\[
\Delta x_1 = \left( \frac{z_o}{z_p} \right) \Delta x_p.
\] (2.17)

Similarly, if the source used to illuminate the hologram has a mean wavelength \( \lambda_2 \) very nearly equal to \( \lambda_1 \), the wavelength used to record the hologram, and a spectral bandwidth \( \Delta \lambda_2 \), the transverse image blur due to the finite spectral bandwidth of the source can be shown to be

\[
\left| \Delta x_1 \right| = \left( \frac{x_p}{z_p} \right) \left( \frac{z_o}{\lambda_2} \right). \Delta \lambda_2.
\] (2.18)

The image blur increases with the depth of the image and the interbeam angle.

It follows from (2.17) and (2.18) that if the central plane of the image lies in the hologram plane, as in an image hologram (see Section 1.6), the restrictions on the size and the spectral bandwidth of the source used to illuminate the hologram can be relaxed. In fact, if the interbeam angle and the depth of the object are small, it is possible to use an extended white-light source to view the image.

### 2.5 Image speckle

When a diffusely reflecting object is illuminated with light from a laser, each element on its surface produces a diffracted wave. Since the differences in their
optical paths have a random distribution, these diffracted waves interfere with each other to produce a speckle pattern in the far field (see Appendix D). As a result, the image reconstructed by a hologram exhibits a speckled appearance. With polarized light, the intensity in the speckle pattern has, as shown in Fig. 2.4(a), the negative exponential distribution

$$p(I) = \frac{1}{2\sigma^2} \exp\left(-\frac{I}{2\sigma^2}\right),$$  \hspace{1cm} (2.19)

where $\langle I \rangle = 2\sigma^2$ is the mean intensity [Goodman, 1975].

The contrast of the speckle pattern is unity, and its appearance is almost independent of the nature of the surface, but the size of the speckles increases with the viewing distance and the $f$-number of the imaging system. With a circular pupil of radius $\rho$, the average dimensions of the speckles in the image are

$$\Delta x = \Delta y = 0.61\lambda f / \rho.$$  \hspace{1cm} (2.20)

Speckle is a serious problem in holographic imaging. While several techniques have been described to reduce speckle in the reconstructed image [McKechnie, 1975], the most common method is to record a number of holograms with the object illuminated from slightly different directions. Each of these holograms reconstructs the same image, but a different speckle pattern.
2.7 Image luminance

The intensity distribution in the speckle pattern obtained by summing the intensities in two such images with average intensities of $\langle I \rangle / 2$ is, then

$$p(I) = \frac{4I}{\langle I \rangle^2} \exp \left( -\frac{2I}{\langle I \rangle} \right).$$

(2.21)

As can be seen from fig. 2.4(b), most of the dark areas are eliminated, and the contrast of the pattern is only $1 / \sqrt{2}$. If we sum the intensities in the images produced by $N$ holograms, the intensity fluctuations due to speckle are reduced by a factor equal to $\sqrt{N}$.

2.6 Signal-to-noise ratio

Random spatial variations in the intensity of the reconstructed image, commonly caused by scattered light, are referred to as noise. In the case of holographic imaging, when calculating the signal-to-noise ratio, the amplitudes of the signal and the noise must be added, since they are both encoded on a common carrier [Goodman, 1967].

We consider the reconstructed image of a uniform bright patch on a dark background, and assume that the intensity due to the nominally uniform signal is $I_S$, while that of the randomly varying background is $I_N$. The noise $N$ in the bright area is given by the variance of the resulting fluctuations of the intensity. It can then be shown that when, as is usually the case, $I_S \gg \langle I_N \rangle$, (where $\langle I_N \rangle$ is the average intensity of the dark background), the signal-to-noise ratio is

$$\frac{I_S}{N} = \left( \frac{I_S}{2\langle I_N \rangle} \right)^{1/2}.$$  

(2.22)

It follows that even a small amount of scattered light can result in relatively large fluctuations in intensity in the bright areas of the image.

2.7 Image luminance

The luminance of the reconstructed image is directly proportional to the diffraction efficiency of the hologram (defined as the ratio of the energy diffracted into the image to that incident on the hologram) and inversely proportional to the solid angle over which the image can be viewed [Hariharan, 1978].

A hologram recorded of a real image projected either by an optical system or another hologram (see fig. 2.3) also reconstructs an image of the optical system, including any aperture (or pupil) that limits the angular spread of the
The reconstructed image

![Diagram of hologram and pupil](image)

Fig. 2.5. Image reconstruction with an external reconstructed pupil [Hariharan, 1978].

Object beam. As shown in fig. 2.5, the flux from the reconstructed image is confined within this external reconstructed pupil.

As a result, the solid angle over which the image can be viewed is reduced, but the luminance of the image is increased. A substantial improvement in image luminance can be obtained if the aperture of the imaging system is masked so that its shape and size match the range of angles over which the hologram is actually to be viewed.
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Problems

2.1. A hologram is recorded using a pulsed ruby laser ($\lambda = 694$ nm), and illuminated with a He–Ne laser ($\lambda = 633$ nm) to view the image. The reference beam in the recording system appears to diverge from a point at a distance of 1 m from the hologram. How far from the hologram should the beam from the He–Ne laser be brought to a focus to ensure that the image is reconstructed with unit lateral magnification?

From (2.7), it follows that the condition for the image to be reconstructed with unit lateral magnification is

$$\mu z_p = z_R,$$

where $z_p$ and $z_R$ are the distances from the hologram of the sources used for reconstruction and recording, respectively, and $\mu$ is the ratio of their wavelengths. Accordingly, the beam from the He–Ne laser should be brought to a focus at a distance from the hologram

$$z_p = 1 \times \frac{694}{633} \text{ m} = 1.096 \text{ m}. \quad (2.24)$$

2.2. A hologram recorded with an Ar$^+$ laser ($\lambda_i = 514$ nm) and an interbeam angle of 30° is to be illuminated with green light from a high-pressure mercury vapor lamp which has a mean wavelength $\lambda_2$ of 546 nm and a spectral bandwidth $\Delta \lambda_2$ of about 5 nm. The lamp can be regarded as a source with an effective diameter of 5 mm and is placed at a distance of 1 m from the hologram. What is the maximum depth of the image that can be reconstructed with an acceptable value of the image blur?

The acceptable value of the image blur for a display is determined by the resolution of the eye, which is about 0.5 mrad, or 0.5 mm at a viewing distance of 1 m.

The total image blur is the sum of the contributions from the finite size of the source and its spectral bandwidth and, from (2.17) and (2.18), can be written as

$$\Delta x_{I, \text{Total}} = z_o \left( \frac{\Delta x_P}{z_p} \right) + z_o \left( \frac{x_P}{z_p} \right) \left( \frac{\Delta \lambda_2}{\lambda_2} \right). \quad (2.25)$$
In the present case, $\Delta x_p = 5$ mm, $z_p = 1$ m and $(x_p/z_p) = \tan 30^\circ = 1/\sqrt{3}$, so that we have

$$0.5 \times 10^{-3} = z_o \left[ \frac{5}{1000} + \frac{1}{\sqrt{3} \times 546} \right],$$

$$= z_o [5 \times 10^{-3} + 5.293 \times 10^{-3}], \quad (2.26)$$

and

$$z_o = 48.6 \text{ mm.} \quad (2.27)$$

It follows that the distance of any point in the image from the hologram should not exceed this value.

Note that, in this case, the contributions of the size of the source and its spectral bandwidth to the image blur are almost equal.

2.3. The image reconstructed by a hologram illuminated with a He–Ne laser ($\lambda = 633$ nm) is to be photographed with a camera having a lens with a focal length of 100 mm. We need to stop the lens down to get the maximum depth of focus in the image. What is the highest $f$-number that can be used for the speckle size in the image to be less than 0.01 mm?

From (2.20), the minimum radius of the lens aperture is

$$P_{\text{min}} = \frac{0.61 \times 633 \times 10^{-9} \times 100 \times 10^{-3}}{0.01 \times 10^{-3}} \text{ m}$$

$$= 3.86 \text{ mm}, \quad (2.28)$$

which would correspond to an $f$-number of $100/(2 \times 3.86) = 12.95$. 
So far, we have treated a hologram recorded on a photographic film as equivalent, to a first approximation, to a grating of negligible thickness with a spatially varying transmittance. However, if the thickness of the recording medium is larger than the average spacing of the fringes, volume effects cannot be neglected. It is even possible, as mentioned in Section 1.7, to produce holograms in which the interference pattern that is recorded consists of planes running almost parallel to the surface of the recording material; such holograms reconstruct an image in reflected light.

In addition, with modified processing techniques, or with other recording materials, it is possible to reproduce the variations in the intensity in the interference pattern produced by the object and reference beams as variations in the refractive index, or the thickness, of the hologram. Accordingly, holograms recorded in a medium whose thickness is much less than the spacing of the interference fringes (thin holograms) can be classified as amplitude holograms and phase holograms.

Similarly, holograms recorded in thick media (volume holograms) can be subdivided into transmission amplitude holograms, transmission phase holograms, reflection amplitude holograms and reflection phase holograms.

In the next few sections we review the characteristics of these six types of holograms. For simplicity, we consider only gratings produced by the interference of two plane wavefronts.

### 3.1 Thin gratings

#### 3.1.1 Thin amplitude gratings

The amplitude transmittance of a thin amplitude grating can be written as

\[ t(x) = t_0 + \Delta t \cos Kx, \quad (3.1) \]
where \( t_0 \) is the average amplitude transmittance, \( \Delta t \) is the amplitude of the spatial variations of \( t(x) \), and \( K = 2 \pi / \Lambda \), where \( \Lambda \) is the average spacing of the fringes. The maximum amplitude in each of the two diffracted orders is a fourth of that in the incident wave, so that the maximum diffraction efficiency is

\[
\eta_{\text{max}} = 0.0625.
\] (3.2)

### 3.1.2 Thin phase gratings

If the phase shift produced by the recording medium is proportional to the intensity in the interference pattern, the resulting recording can be regarded as a thin phase grating whose complex amplitude transmittance can be written as

\[
t(x) = \exp(-i\phi_0) \exp[-i\Delta \phi \cos(Kx)],
\] (3.3)

where \( \phi_0 \) is a constant phase factor, and \( \Delta \phi \) is the amplitude of the phase variations. If we neglect this constant phase factor, the right-hand side of (3.3) can be expanded to obtain the relation

\[
t(x) = \sum_{n=-\infty}^{\infty} i^n J_n(\Delta \phi) \exp(inKx),
\] (3.4)

where \( J_n \) is the Bessel function of the first kind, of order \( n \). The incident beam is diffracted into a number of orders, with the diffracted amplitude in the \( n \)th order proportional to the value of the Bessel function \( J_n(\Delta \phi) \), but only the first diffracted order contributes to the primary image. The diffraction efficiency of the phase grating can therefore be written as

\[
\eta = J_1^2(\Delta \phi).
\] (3.5)

As shown in fig. 3.1, the amplitude diffracted into the first order increases initially with the phase modulation and then decreases; the maximum value of the diffraction efficiency is

\[
\eta_{\text{max}} = 0.339.
\] (3.6)

### 3.2 Volume gratings

With a thick recording medium, the hologram is made up of layers corresponding to a periodic variation of transmittance or refractive index. If the two interfering wavefronts are incident on the recording medium from the same side, these layers are approximately perpendicular to its surface, and the hologram produces an image by transmission. However, it is also possible to have the two
interfering wavefronts incident on the recording medium from opposite sides (see Section 1.7), in which case the interference surfaces run approximately parallel to the surface of the recording medium. In this case, the reconstructed image is produced by the light reflected from the hologram.

We will use a coordinate system in which, as shown in Fig. 3.2, the $z$ axis is perpendicular to the surfaces of the recording medium, and the $x$ axis is in the plane of incidence. For simplicity, we will assume that the interference surfaces are either perpendicular or parallel to the surfaces of the recording medium. The grating vector $\mathbf{K}$, which is perpendicular to the interference surfaces, is of length $K = 2\pi/\Lambda$, where $\Lambda$ is the grating period, and makes an angle $\psi$ ($\psi = 90^\circ$ or $0^\circ$ in this case) with the $z$ axis.

In both cases, the diffracted amplitude is a maximum only when the angle of incidence is equal to the Bragg angle $\theta_B$, satisfying the Bragg condition

$$\cos(\psi - \theta_B) = \frac{K}{2n_0k_0},$$

(3.7)

where $n_0$ is the average refractive index of the recording medium, and $k_0 = 2\pi/\lambda$.

As a result, only two waves need be considered; they are the incoming reference wave $R$ and the outgoing signal wave $S$. Since the other diffracted orders violate the Bragg condition strongly, they are severely attenuated and can be neglected. With volume reflection holograms, the angular and wavelength selectivity can

Fig. 3.1. Amplitude diffracted, as a function of the phase modulation, for a thin phase grating [Kogelnik, 1967].
be high enough to produce a sharp, monochromatic image when the hologram is illuminated with white light.

When analyzing the diffraction of light by volume gratings, it is necessary to take into account the fact that the amplitude of the diffracted wave increases progressively, while that of the incident wave decreases, as they propagate through the grating. This problem was solved by the development of a coupled wave theory [Kogelnik, 1969; Solymar & Cooke, 1981]. Some of the most important results for volume gratings are summarized below.

### 3.2.1 Volume transmission gratings

We consider, in the first instance, a lossless, volume transmission phase grating of thickness \(d\), with the grating planes running normal to its surface. If we assume that the refractive index varies sinusoidally with an amplitude \(\Delta n\) about a mean value \(n_0\), the diffraction efficiency of the grating at the Bragg angle \(\theta_B\) is

\[
\eta_B = \sin^2 \Phi,
\]

(3.8)
where $\Phi = \pi \Delta n d / \lambda \cos \theta_B$ is known as the modulation parameter. The diffraction efficiency increases initially as the modulation parameter $\Phi$ is increased, until, when $\Phi = \pi / 2$, $\eta_B = 1$. Beyond this point, the diffraction efficiency decreases.

For a deviation $\Delta \theta$ in the angle of incidence, or a deviation $\Delta \lambda$ in the wavelength of the incident beam, from the values required to satisfy the Bragg condition, the diffraction efficiency drops to

$$\eta = \frac{\sin^2 (\Phi^2 + \chi^2)^{1/2}}{(1 + \chi^2 / \Phi^2)}, \quad (3.9)$$

where

$$\chi = \frac{\Delta \theta K d}{2}, \quad (3.10)$$

or, alternatively,

$$\chi = \frac{\Delta \lambda K^2 d}{8 \pi n_0 \cos \theta_B}. \quad (3.11)$$

Figure 3.3 shows the normalized diffraction efficiency ($\eta / \eta_B$) of a volume transmission phase grating, as a function of the parameter $\chi$, for three values of the modulation parameter $\Phi$.

The other case we shall consider is that of a volume transmission grating in which the refractive index does not vary, but the absorption constant varies with an amplitude $\Delta \alpha$ about its mean value $\alpha$. In this case, the diffraction efficiency, for incidence at the Bragg angle, is given by the expression

$$\eta = \exp \left( \frac{-2 \alpha d}{\cos \theta_B} \right) \sinh^2 \left( \frac{\Delta \alpha d}{2 \cos \theta_B} \right). \quad (3.12)$$

The maximum diffraction efficiency is obtained when

$$\Delta \alpha = \alpha = \frac{\ln 3}{d \cos \theta_B} \quad (3.13)$$

and has a value $\eta_{\text{max}} = 0.037$.

### 3.2.2 Volume reflection gratings

The diffraction efficiency of a volume reflection phase grating at the Bragg angle is given by the relation

$$\eta_B = \tanh^2 \Phi_r, \quad (3.14)$$

where $\Phi_r = \pi \Delta n d / \lambda \cos \theta_B$ and $\Delta n$ is the amplitude of the variation in the refractive index. As the value of $\Phi_r$ increases, the diffraction efficiency increases steadily, as shown in fig. 3.4, to a limiting value of 1.00.
For a deviation from the Bragg condition, the normalized diffraction efficiency decreases, as shown in fig. 3.5, as a function of the parameter $\chi$, which is a measure of the deviation from the Bragg condition, for three values of the modulation parameter $\Phi$ [Kogelnik, 1969].
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Fig. 3.3. Normalized diffraction efficiency of a volume transmission phase grating as a function of the parameter $\chi$, which is a measure of the deviation from the Bragg condition, for three values of the modulation parameter $\Phi$. [Kogelnik, 1969]

For a deviation from the Bragg condition, the normalized diffraction efficiency decreases, as shown in fig. 3.5, as a function of the parameter $\chi$, specified by the relations

$$
\chi = \Delta \theta \left( \frac{2 \pi n_d l}{\lambda} \right) \sin \theta_B
$$

$$
= \left( \frac{\Delta \lambda}{\lambda} \right) \left( \frac{2 \pi n_d l}{\lambda} \right) \cos \theta_B.
$$

The diffraction efficiency drops to zero for a value of $\chi \approx 3.5$.

### 3.3 Imaging properties

With volume holograms, which exhibit a high degree of angular and wavelength selectivity, the amplitude of the diffracted wavefront is affected by any changes of wavelength or geometry between recording and reconstruction.
3.3 Imaging properties

Fig. 3.4. Diffraction efficiency of a volume reflection phase grating as a function of the modulation parameter $\Phi_r$.

Fig. 3.5. Normalized diffraction efficiency ($\eta/\eta_{bh}$) of a volume reflection phase grating as a function of the parameter $\chi_r$, which is a measure of the deviation from the Bragg condition, for different values of the modulation parameter $\Phi_r$ [Kogelnik, 1969].
Such effects are particularly noticeable with holograms recorded on photographic materials, where processing usually results in a change in the thickness of the photographic emulsion.

In the case of a reflection hologram, such a change in thickness results in a change in the spacing of the interference surfaces and, consequently, a change in the color of the image formed when the hologram is illuminated with white light.

With transmission holograms, a change in thickness can result, as shown in fig. 3.6, in a rotation of the fringe planes as well as a change in their spacing [Vilkomerson & Bostwick, 1967; Hariharan, 1999]. For gratings recorded with plane wavefronts, it is possible to compensate for these changes by changing either the angle of illumination or the wavelength. However, complete compensation is not possible with a hologram of a point at a finite distance or a hologram of an extended object.

3.4 Thick and thin gratings

The distinction between thin gratings and volume gratings is commonly made [Klein & Cook, 1967] on the basis of a parameter $Q$ defined by the relation

$$Q = \frac{2\pi \lambda d}{n_0 \lambda^2}.$$  \hspace{1cm} (3.17)

Small values of $Q$ ($Q < 1$) correspond to thin gratings, while large values of $Q$ ($Q > 1$) correspond to volume gratings. However, more detailed studies have
shown that the transition between the two regimes is not completely defined by (3.17) and that, as the modulation amplitude increases, an intermediate regime appears and widens [Moharam, Gaylord & Magnusson, 1980a, b].

### 3.5 Diffusely reflecting objects

The values of diffraction efficiency obtained with a hologram of a diffusely reflecting object are always much lower than those for a grating, because it is not possible to maintain optimum modulation over the entire area, due to the local variations in the amplitude of the object wave. The maximum diffraction efficiencies of transmission phase holograms recorded with a diffuse object beam have been calculated [Upatnieks & Leonard, 1970] on the assumption that the amplitude of the object wave has statistics similar to those of a speckle pattern and are presented in Table 3.1.

### 3.6 Multiply exposed holograms

With a thick recording medium, it is possible to record two or more holograms in the same medium and read them out separately. In order to do this, their Bragg angles should be sufficiently far apart that the maximum of the angular selectivity curve for one hologram coincides with the first minimum for the other. However, with $N$ amplitude transmission holograms, the diffraction efficiency of each hologram drops to $1/N^2$ of that for a single hologram, since the available dynamic range is divided equally between the $N$ holograms.

On the other hand, with volume phase holograms, if the Bragg angles are far enough apart for coupling between the gratings to be negligible, each hologram diffracts independently of the others [Case, 1975], and there is no loss in diffraction efficiency. However, if the recording medium is nearing saturation, the consequent reduction in modulation can result in a decrease in the diffraction efficiencies of the individual holograms.

<table>
<thead>
<tr>
<th>Hologram type</th>
<th>Thin</th>
<th>Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>Object beam</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collimated</td>
<td>0.33</td>
<td>1.00</td>
</tr>
<tr>
<td>Diffuse</td>
<td>0.22</td>
<td>0.64</td>
</tr>
</tbody>
</table>

Table 3.1. *Theoretical maximum diffraction efficiencies for transmission phase holograms*
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**Problems**

3.1. A volume transmission phase grating with a spatial frequency of 1579 lines/mm (see Problem 1.1), recorded in a gelatin layer with a thickness of 15 μm, has a diffraction efficiency of 100 percent at the Bragg angle. What would be the angular selectivity of the grating at a wavelength of 633 nm?

The spacing of the grating fringes is \( \Lambda = (1/1579) \) mm = 0.633 μm, so that the value of the grating vector \( \mathbf{K} = 2\pi/\Lambda = 9.926 \times 10^6 \text{ m}^{-1} \). Since the diffraction efficiency of the grating at the Bragg angle is 100 percent, the modulation parameter \( \Phi = \pi/2 \). From the curve in fig. 3.3 corresponding to this value of \( \Phi \), the diffraction efficiency of the grating drops to zero when the dephasing parameter \( \chi = 2.7 \). Accordingly, from (3.10), the deviation from the Bragg angle at which the diffraction efficiency drops to zero is

\[
\Delta \theta = 2\chi/Kd
\]

\[
= \frac{2 \times 2.7}{9.926 \times 10^6 \times 15 \times 10^{-6}} \text{ radian}
\]

\[
= 3.63 \times 10^{-2} \text{ radian}
\]

\[
= 2.08°.
\]

(3.18)

3.2. A volume reflection phase grating (see Problem 1.2) is recorded in a photographic emulsion layer with a thickness of 15 μm. What would be the wavelength selectivity of this grating at a mean wavelength of 633 nm?
Within the emulsion layer, the effective wavelength is 395.6 nm and the Bragg angle is 90° − 76.85° = 13.15°. From the curves in fig. 3.5, the diffraction efficiency drops to zero when $\chi_r = 3.5$. From (3.16), this would correspond to a change in wavelength

$$\Delta \lambda = \frac{3.5(395.6 \times 10^{-9})^2}{2\pi \times 1.6 \times 15 \times 10^{-6} \cos 13.15^\circ} \text{m}$$

$$= 3.73 \text{ nm},$$

in the emulsion, or a change in wavelength of 5.97 nm in air.
4

Light sources

In order to maximize the visibility of the interference fringes formed by the object and reference beams, while recording a hologram, it is essential to use coherent illumination (see Appendix A). In addition to being spatially coherent, the coherence length of the light must be much greater than the maximum value of the optical path difference between the object and the reference beams in the recording system. Lasers are therefore employed almost universally as light sources for recording holograms.

4.1 Lasers

The characteristics of some of the lasers used for holography are listed in Table 4.1.

For a simple holographic system, the helium–neon (He–Ne) laser is the usual choice. It is inexpensive and operates on a single spectral line at 633 nm which is well matched to the peak sensitivity of many photographic emulsions. In addition, it does not require water cooling and has a long life.

Table 4.1. Lasers used for holography

<table>
<thead>
<tr>
<th>Laser</th>
<th>Output</th>
<th>Wavelength (nm)</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ar⁺</td>
<td>cw</td>
<td>514, 488</td>
<td>1 W</td>
</tr>
<tr>
<td>He–Cd</td>
<td>cw</td>
<td>442</td>
<td>25 mW</td>
</tr>
<tr>
<td>He–Ne</td>
<td>cw</td>
<td>633</td>
<td>2–50 mW</td>
</tr>
<tr>
<td>Kr⁺</td>
<td>cw</td>
<td>647</td>
<td>500 mW</td>
</tr>
<tr>
<td>Diode</td>
<td>cw</td>
<td>670–650</td>
<td>5 mW</td>
</tr>
<tr>
<td>Diode–YAG</td>
<td>cw</td>
<td>532</td>
<td>100 mW</td>
</tr>
<tr>
<td>Dye</td>
<td>cw</td>
<td>tunable</td>
<td>200 mW</td>
</tr>
<tr>
<td>Ruby</td>
<td>pulsed</td>
<td>694</td>
<td>1–10 J</td>
</tr>
</tbody>
</table>
Argon-ion (Ar\textsuperscript{+}) lasers are more expensive and complex, but give much higher outputs in the green (514 nm) and blue (488 nm) regions of the spectrum. The Ar\textsuperscript{+} laser normally has a multiline output but can be made to operate at a single wavelength by replacing the reflecting end mirror by a prism and mirror assembly, as shown in fig. 4.1. The krypton-ion (Kr\textsuperscript{+}) laser is useful where high output power is required at the red end of the spectrum (647 nm).

The helium–cadmium (He–Cd) laser provides a stable output at a relatively short wavelength (442 nm) and is useful with recording materials such as photoresists.

Diode lasers can be used as a source of red light, and are now available with output wavelengths that are fairly well matched to the sensitivity of commercial photographic materials.

Diode lasers can also be used to pump a Nd:YAG laser with a frequency doubler. Such a system provides a compact cw source of green light (\(\lambda = 532\) nm) with output powers up to 100 mW.

Dye lasers are relatively expensive and complex, but have the advantage that they can be operated over a wide range of wavelengths by switching dyes; in addition, for applications such as contouring (see Section 14.3), the output can be tuned over a range of wavelengths (50–80 nm) by incorporating a wavelength selector, such as a diffraction grating or a birefringent filter, in the laser cavity.

While pulsed Nd:YAG lasers (with a frequency doubler) have been used for holography, the most commonly used type of pulsed laser is the ruby laser, mainly because of the large output energy available (up to 10 J per pulse) and the wavelength of the light emitted (694 nm), which is fairly well matched to the peak sensitivity of available photographic materials for holography.

The active medium in a ruby laser is a rod, typically 5–10 mm in diameter and 75–100 mm in length, made of synthetic sapphire (Al\textsubscript{2}O\textsubscript{3}) doped with 0.05 percent of Cr\textsubscript{2}O\textsubscript{3}. When this rod is mounted in an optical resonator, as shown
in fig. 4.2, and pumped with a xenon flash lamp, it emits a series of pulses [Lengyel, 1971]. Single pulses are obtained by using a Q-switch (a Pockels cell) in the cavity.

Since the output from a ruby oscillator is limited, high-power ruby lasers use one or more additional ruby rods as amplifiers. With two stages of amplification, an output of 10 J can be obtained.

### 4.2 Coherence requirements

As mentioned earlier, to obtain a satisfactory hologram, the light used must be spatially coherent and its coherence length (see Appendix A) must be much greater than the maximum optical path difference between the object and reference beams in the recording system.

Spatial coherence is automatically ensured if the laser oscillates in the lowest order transverse mode (the TEM$_{00}$ mode); this mode also gives the most uniform illumination.

Operation of Ar$^+$ and Kr$^+$ lasers on a single spectral line can be obtained, where necessary, by means of a wavelength selector prism. However, this may not ensure adequate temporal coherence since many lasers, even when operating on a single spectral line, will oscillate, as shown in the upper part of fig. 4.3, in a number of longitudinal modes lying within the profile of this spectral line, at which the gain of the laser medium is adequate to overcome the cavity losses. These modes correspond to the resonant frequencies of the laser cavity and are separated by a frequency interval

$$\Delta \nu = \frac{c}{2L},$$

(4.1)
where $c$ is the speed of light, and $L$ is the length of the laser cavity. If we assume that the output power is divided equally between $N$ longitudinal modes, the effective coherence length of the output is

$$
\Delta l = \frac{2L}{N}.
$$

Equation (4.2) shows that the existence of more than one longitudinal mode in the output reduces the coherence length severely. Even if the mean optical paths of the object and reference beams are equalized carefully, severe restrictions are placed on the maximum depth of the object.

Depending on their power, commercial He–Ne lasers oscillate, typically, in two to five longitudinal modes, and the coherence length of the output is limited to a few centimeters. With high-power Ar$^+$ and Kr$^+$ lasers, it is possible to obtain operation in a single longitudinal mode, and coherence lengths in excess of a meter, by using an intracavity etalon. This etalon is tuned to obtain maximum power output, and stabilize the output wavelength, by mounting it in a temperature-controlled oven.

Diode lasers can be made to operate in a single longitudinal mode by increasing the drive current to a figure just below their maximum rating [Henry, 1991].

Fig. 4.3. Laser modes, without and with an intracavity etalon.
4.3 Laser beam expansion

Since the beam from most lasers has a diameter of only 1–2 mm and a very low divergence, it is usually necessary to use low-power microscope objectives to expand the laser beam to illuminate the object as well as the hologram. A problem is that, due to the high coherence of laser light, the expanded beam exhibits random diffraction patterns (spatial noise) produced by defects and dust on the optical surfaces in the path of the beam. These diffraction patterns can be eliminated, and a clean beam obtained, by placing a pinhole at the focus of the microscope objective, as shown in fig. 4.4.

If the laser is oscillating in the TEM\(_{00}\) mode, the beam has a Gaussian intensity profile given by the relation

\[
I(r) = I(0) \exp\left(-\frac{2r^2}{w^2}\right),
\]

where \(r\) is the radial distance from the center of the beam and \(w\) is the distance at which the intensity drops to \((1/e^2)\) of that at the center of the beam. Since the aperture of the microscope objective is usually greater than \(2w\), the diameter of the focal spot is

\[
d = \frac{2\lambda f}{\pi w},
\]

where \(f\) is the focal length of the microscope objective. If the diameter of the pinhole is less than \(d\), randomly diffracted light is blocked, and the transmitted beam has a smooth profile.

An exceptional case, where it is possible to dispense with beam expansion, is with a diode laser. Because of the extremely small emitting area, a diode laser produces a clean, divergent beam similar to that obtained from a He–Ne laser after expansion and spatial filtration. Diode lasers can therefore be used
4.4 Beam splitters

If we define the beam ratio $R = (r/o)^2$ as the ratio of the irradiances of the reference and object beams, we would expect the visibility of the interference fringes forming the hologram to be a maximum when $R = 1$. However, the wave scattered by a diffusely reflecting object exhibits very strong local variations in amplitude (see Section 2.5). As a result it is usually necessary to work with a value of $R \gg 1$ (typically $R \approx 3$), to avoid nonlinear effects.

A convenient way to vary the ratio of the powers in the two beams and optimize the visibility of the hologram fringes is to use a beam splitter consisting of a glass disc, which can be rotated, coated with a thin aluminum film whose reflectivity is a linear function of the azimuth. Such a variable-ratio beam splitter must be used in the unexpanded laser beam to minimize the variation in reflectivity across the beam.

4.5 Beam polarization

Most gas lasers have Brewster-angle windows on the plasma tube so that the output is linearly polarized. The visibility of the interference fringes forming the hologram is then a maximum when the electric vectors of the object and reference beams are parallel (see Appendix A). This condition is always satisfied if the two beams are linearly polarized with their electric vectors normal to the plane containing the beams. If, on the other hand, they are polarized with their electric vectors in the plane containing the beams, the visibility of the hologram fringes can drop to zero when the beams intersect at right angles.

It should be noted that in the case of an object with a rough surface, a substantial fraction of the reflected light may be depolarized. The resulting decrease in the visibility of the interference fringes can be minimized, where necessary, by using a sheet polarizer in front of the hologram to eliminate the cross-polarized component.

4.6 Pulsed laser holography

Very short light pulses (<20 nanoseconds) can be obtained with a pulsed laser, if a Pockels cell is used as a $Q$-switch in the laser cavity. As a result, problems of vibration and air currents are largely eliminated. Because their output
wavelength is well matched to the peak sensitivity of available photographic materials, and their output energy is fairly large, pulsed ruby lasers are used widely to record holograms in an industrial environment [Koechner, 1979].

A \( Q \)-switched ruby laser can also be used to record holograms of living human subjects [Siebert, 1968] as shown in fig. 4.5. However, to avoid eye damage (see Section 4.7), instead of illuminating the subject directly, the expanded laser beam should be allowed to fall on a large diffuser which constitutes an extended source illuminating the subject.

A studio setup for making holographic portraits has been described by Bjelkhagen [1992].

### 4.7 Laser safety

Since the beam from a laser is focused by the lens of the eye to a very small spot on the retina, direct exposure to low power lasers can cause eye damage. With pulsed lasers, even stray reflections can be dangerous. It is essential to take all
due precautions to avoid accidental exposure and, where required, to use appropriate eye protection [Sliney & Wolbarsht, 1980].
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Problems

4.1. A He–Ne laser with a 200 mm long resonant cavity oscillates in two longitudinal modes. What is the coherence length of the radiation?

From (4.2) the coherence length of the radiation is

$$\Delta l = \frac{2L}{N}$$

$$= (2 \times 0.2) / 2 \text{ m}$$

$$= 0.2 \text{ m}. \quad (4.5)$$

4.2. In the arrangement shown in fig. 4.4, the central part of the beam from a He–Ne laser is isolated by an aperture with a diameter of 2.0 mm and brought to a focus by a microscope objective with a focal length of 32 mm. What would be a suitable size for the pinhole?

The diameter of the focal spot is equal to the diameter of the Airy disc which, in this case, is

$$d = \frac{2.44 \times 0.633 \times 10^{-6} \times 32 \times 10^{-3}}{2 \times 10^{-3}} \text{ m}$$

$$= 24.4 \mu \text{m}. \quad (4.6)$$

A pinhole with a diameter of 20 \(\mu\)m would ensure a clean beam with only a marginal loss of light.
5

The recording medium

5.1 Amplitude and phase holograms

The complex amplitude transmittance of the medium used to record a hologram can be written as

\[
t = \exp(-\alpha d) \exp[-i(2\pi nd/\lambda)],
\]

\[
|t| \exp(-i\phi), \quad (5.1)
\]

where \(\alpha\) is the absorption constant of the medium, \(d\) is its thickness and \(n\) is its refractive index. A change in \(\alpha\) with the exposure produces an amplitude hologram, while a change in \(n\) or \(d\) will produce a phase hologram.

The response of a recording material used for amplitude holograms can be characterized on a macroscopic scale, by a curve of the amplitude transmittance as a function of the exposure (a \(|t| - E\) curve), as shown in fig. 5.1.

![Fig. 5.1. Typical amplitude transmittance vs. exposure curve for a recording material.](image)
Similarly, the response of a recording material used for phase holograms can be described by a curve of the effective phase shift as a function of the exposure (a $\Delta \phi - E$ curve), as shown in fig. 5.2.

### 5.2 The modulation transfer function

Curves such as those shown in figs. 5.1 and 5.2 may not describe the response of the recording medium on a microscopic scale because the actual intensity distribution to which the recording medium is exposed always differs from that incident on it, due to scattering and absorption in the medium. As a result, the actual modulation of the intensity within the recording medium is always less than that in the original interference pattern. In addition, the response of the medium at different spatial frequencies may be affected by the processing technique that is used.

For a given modulation of the input intensity, the ratio of the response of the recording medium at any spatial frequency $s$, relative to that at low spatial frequencies ($s \to 0$), is specified by a parameter $M(s)$, termed the modulation transfer function.

### 5.3 Effects of nonlinearity

For simplicity, we have assumed so far that the amplitude transmittance of the hologram is a linear function of the intensity, as described by (1.2). However,
in practice, this assumption is not always valid. The amplitude transmittance of the processed recording material can then be represented by a polynomial [Bryngdahl & Lohmann, 1968]

\[ t = t_0 + \beta_1 T I + \beta_2 T^2 I^2 + \cdots \]
\[ = t_0 + \beta_1 T[rr* + oo* + r^*o + ro*] \]
\[ + \beta_2 T^2[rr* + oo* + r^*o + ro*]^2 \]
\[ + \cdots. \quad (5.2) \]

If the hologram is illuminated once again with a plane wave of unit amplitude, the complex amplitude of the wave transmitted by the hologram can be written in the form

\[ u = \text{linear terms} \]
\[ + \beta_2 T^2[(oo*)^2 + o^2 + o^*2 + 2o^2o^* + 2oo^*2] \]
\[ + \cdots. \quad (5.3) \]

As can be seen, nonlinearity leads to the production of additional spurious terms. An examination of (5.3) shows that the term involving \((oo*)^2\) results in a doubling of the width of the halo surrounding the directly transmitted beam, while the terms involving \(o^2\) and \(o^*2\) correspond to higher-order diffracted images, and the terms involving \(2o^2o^*\) and \(2oo^*2\) are intermodulation terms, producing false images.

The effects of nonlinearity are particularly noticeable with phase holograms. Even if we assume that the phase shift produced by the recording medium is proportional to the exposure, the complex amplitude transmittance is given by the expression

\[ t = \exp(-i\phi) \]
\[ = 1 - i\phi - (1/2)i\phi^2 + (1/6)i\phi^3 + \cdots. \quad (5.4) \]

If the phase modulation is increased, to obtain better diffraction efficiency, the effects of the higher-order terms cannot be neglected.

However, with volume holograms, the effects of nonlinearity are reduced significantly by the angular selectivity of the hologram. If the angle between the beams in the recording setup is large enough that the diffracted beams corresponding to different orders do not overlap, a simple analysis [Hariharan, 1979] shows that the signal-to-noise ratio should improve by a factor approximately equal to \((\psi/\Delta\theta)^2\), where \(2\Delta\theta\) is the width of the passband of the angular selectivity function, and \(\psi\) is the angle subtended by the object at the hologram.
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Problems

5.1. A hologram is recorded in an optical system in which the object and reference beams make angles of $+30^\circ$ and $-30^\circ$, respectively, with the normal to the photographic film. After exposure, the film is processed to produce a volume phase hologram. If the object subtends an angle of $30^\circ$ at the photographic film, and the thickness of the photographic emulsion layer is $15 \, \mu\text{m}$, what is the improvement in the signal-to-noise ratio due to the angular selectivity of the hologram?

Since the modulation parameter for such a hologram would be significantly lower than the optimum value of $\frac{\pi}{2}$ (say, $\frac{\pi}{4}$), it follows from fig. 3.3 that the diffraction efficiency drops to zero when the dephasing parameter $\chi \approx 3$. From Problems 1.1 and 3.1, this would correspond to a deviation from the Bragg angle $\Delta \theta = \pm 2.31^\circ$. The signal-to-noise ratio should improve by a factor of $(30/4.62) \approx 6.5$. 

Several recording materials have been used for holography [Smith, 1977]. Table 6.1 lists the principal characteristics of those that have been found most useful.

### 6.1 Photographic materials

High-resolution photographic plates and films were the first materials used to record holograms. They are still used widely because of their relatively high sensitivity when compared to other hologram recording materials [Bjelkhagen, 1993]. In addition, they can be dye sensitized so that their spectral sensitivity matches the most commonly used laser wavelengths.

Conventional processing produces an amplitude hologram. It also results in a reduction in the thickness of the emulsion layer of about 15 percent, due to the removal of the unexposed silver halide grains in the fixing bath. This reduction in thickness can cause a rotation of the fringe planes as well as a reduction in their spacing (see Section 3.3).

With volume reflection holograms (see Section 3.2.2), the reduction in the

<table>
<thead>
<tr>
<th>Material</th>
<th>Exposure (J/m²)</th>
<th>Resolution (mm⁻¹)</th>
<th>Processing</th>
<th>Type</th>
<th>η&lt;sub&gt;max&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photographic</td>
<td>≈1.5</td>
<td>≈5000</td>
<td>Normal</td>
<td>Amplitude</td>
<td>0.06</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>Bleach</td>
<td></td>
<td>0.60</td>
</tr>
<tr>
<td>DCG</td>
<td>10²</td>
<td>10000</td>
<td>Wet</td>
<td>Phase</td>
<td>0.90</td>
</tr>
<tr>
<td>Photoresists</td>
<td>10²</td>
<td>3000</td>
<td>Wet</td>
<td>Phase</td>
<td>0.30</td>
</tr>
<tr>
<td>Photopolymers</td>
<td>10⁻¹⁰ to 10⁻¹</td>
<td>5000</td>
<td>Dry</td>
<td>Phase</td>
<td>0.90</td>
</tr>
<tr>
<td>PTP</td>
<td>10⁻¹</td>
<td>500–1200</td>
<td>Dry</td>
<td>Phase</td>
<td>0.30</td>
</tr>
<tr>
<td>BSO</td>
<td>10</td>
<td>10000</td>
<td>None</td>
<td>Phase</td>
<td>0.20</td>
</tr>
</tbody>
</table>
spacing of the fringe planes is immediately apparent as a shift in the color of the image, which is reconstructed at a shorter wavelength than that used to record it.

With volume transmission holograms, emulsion shrinkage can result in a reduction in diffraction efficiency when the hologram is replaced in the original recording setup, since the reference beam is no longer incident on it at the Bragg angle (see Section 3.2.1). This loss in diffraction efficiency can be minimized by having the object and reference beams incident at equal, but opposite, angles on the hologram, so that the fringe planes are normal to the surface of the photographic emulsion.

Amplitude holograms recorded in photographic emulsions can also exhibit phase modulation due to a surface relief image arising from local tanning (hardening) of the gelatin by the oxidation products of the developer [Smith, 1968]. After developing and fixing, as shown in Fig. 6.1, the unexposed areas of the wet emulsion layer, which are not tanned, are swollen to more than five times their normal thickness and are very soft. The tanned gelatin in the exposed areas absorbs less water and, therefore, dries more quickly. Shrinkage during drying pulls some of the soft gelatin from adjacent unexposed areas into the exposed areas, so that, when the emulsion has dried, the exposed areas stand out in relief.

Since this relief image is confined to low spatial frequencies (≈200 mm\(^{-1}\)), it normally contributes very little to the reconstructed image, but can give rise to intermodulation terms.

Because of the low diffraction efficiency of amplitude holograms, holograms produced for displays using photographic materials are usually processed to obtain volume phase holograms (see Section 3.2) which have much higher

---

Fig. 6.1. Formation of a relief image by local tanning of the gelatin.
diffraction efficiencies. The most common procedure is to use a rehalogenating bleach bath, without fixing, to convert the developed silver back into a transparent silver halide with a high refractive index [Hariharan, Ramanathan & Kaushik, 1971; Phillips et al., 1980]. The regenerated silver halide goes into solution and is redeposited on the adjacent unexposed silver halide grains. The result is that, as shown in fig. 6.2, a volume phase hologram is produced by material transfer from the exposed areas to the adjacent unexposed areas [Hariharan, 1990].

Material transfer through diffusion is effective only over a very limited distance. As a result, the diffraction efficiency of the hologram drops off rapidly, as shown in fig. 6.3, for fringe spacings greater than a critical value corresponding to the diffusion length of the silver ion in the bleach bath [Hariharan & Chidley, 1988].

Since, with a rehalogenating bleach, little or no silver or silver halide is removed from the emulsion layer, the reduction in the thickness of the emulsion due to processing is minimal. In the case of a volume reflection hologram, the change in the color of the reconstructed image is quite small, even with a nontanning developer, while the use of a tanning developer may result in an increase in thickness, so that the image is reconstructed at a longer wavelength [Hariharan & Chidley, 1989].

Until a few years ago, the most commonly used photographic plates and films were Kodak 649F and Agfa 8E75HD and 8E56HD. After the
manufacture of these materials was discontinued, their place has been taken by the BB emulsions produced by Holographic Recording Technologies and the Slavich emulsions marketed by Geola.

The BB series of plates includes three emulsions (BB-640, BB-520 and BB-450) sensitized, respectively, for red, green and blue laser light. They have a grain size of 20–25 nm and require an exposure of approximately 1.5 J/m² to obtain a density of 2.5 when developed in a metol-ascorbate developer. An emulsion with panchromatic sensitization (BB-PAN) is also available for making full-color reflection holograms (see Section 8.1), as well as one (BB-700) for use with pulsed lasers.

The Slavich series of films and plates features two emulsions (PFG-01 and VRP-M, sensitized for red and green laser light, respectively), which are similar to Agfa 8E75HD and 8E56HD, as well as two emulsions (PFG-03M, sensitized for the red, and PFG-03C, with panchromatic sensitization) with ultra-fine grains. The latter two emulsions require exposures of 15–20 J/m² but can resolve more than 5000 lines/mm.

6.2 Dichromated gelatin

A volume phase hologram can be recorded in a gelatin layer containing a small amount of a dichromate, such as (NH₄)₂Cr₂O₇, by making use of the fact that dichromated gelatin (DCG) becomes locally hardened on exposure to light, due to the formation of cross-links between the carboxylate groups on neighboring gelatin chains. This effect is used to obtain a local modulation of the refractive index.

After exposure in the holographic system using blue light from an Ar⁺ laser ($\lambda = 488$ nm), the gelatin layer is washed in water at 20–30 °C for 10 min, so that it absorbs water and swells. The swollen gelatin layer is then immersed in two successive baths of isopropanol, to extract the water, and dried thoroughly. With care in processing, volume phase holograms with high diffraction efficiency and low scattering can be produced [Chang & Leonard, 1979; Jeong, Song & Lee, 1991].

A method commonly used to prepare plates coated with DCG is to dissolve and remove the silver halide from the emulsion layer in a photographic plate by soaking it in a nonhardening fixing bath. The plates are sensitized by soaking them for about 5 min at 20 °C in an aqueous solution of (NH₄)₂Cr₂O₇ to which a small amount of a wetting agent has been added. They are then allowed to drain and dried at 25–30 °C in darkness.

Geola also make plates (PFG-04) coated with dichromated gelatin which can be used directly to record reflection holograms. These plates require an exposure of 1000 J/m² at 488 nm and can yield gratings with a diffraction efficiency of 0.8.

6.3 Silver-halide sensitized gelatin

This technique makes it possible to combine the high sensitivity of photographic materials with the high diffraction efficiency, low scattering and high light-stability of DCG.

In this technique [Pennington, Harper & Laming, 1971], the exposed photographic emulsion is developed in a metol-hydroquinone developer and then bleached in a bath containing (NH₄)₂Cr₂O₇. During the bleaching process, the developed silver is oxidized to Ag⁺, while the Cr⁶⁺ ions in the bleach are reduced to Cr³⁺ ions. The oxidation products of the developer, as well as the Cr³⁺ ions formed by reduction of the bleach, form cross-links between the gelatin chains in the vicinity of the oxidized silver grains, causing local hardening of the gelatin [Hariharan, 1986]. The emulsion is then fixed to remove the unexposed silver halide, washed, dehydrated with isopropanol and dried exactly as for a
dichromated gelatin hologram. With this technique it is possible to obtain
diffraction efficiencies up to 80 percent with transmission gratings and 55
percent with reflection gratings [Angell, 1987; Fimia, Pascual & Belendez, 1992].

Optimized processing techniques for SHSG holograms using BB-640 plates
have been described by Belendez et al. [1998].

6.4 Photoresists

In positive photoresists, such as Shipley AZ-1350, the areas exposed to light
become soluble and are washed away during development to produce a relief
image [Bartolini, 1977].

The photoresist is coated on a glass substrate by spinning to form a layer
1–2 μm thick. This layer is then baked at 75 °C for 15 min to ensure complete
removal of the solvent. Holograms are recorded with a He–Cd laser at a wave-
length of 442 nm. The exposed plate is processed in AZ-303 developer diluted
with four parts of distilled water.

Holograms recorded on a photoresist can be replicated, using a thermoplas-
tic (see Section 9.2). Multiple copies of holographic optical elements (see
Section 12.4) can also be made.

6.5 Photopolymers

Several organic materials can be activated by a photosensitizer to produce
refractive index changes, due to photopolymerization, when exposed to light
[Booth, 1977]. A commercial photopolymer is also available coated on a poly-
ester film base (DuPont OmniDex) that can be used to produce volume phase
holograms with high diffraction efficiency [Smothers et al., 1990].

The film is supplied with a polyester cover sheet laminated on to the tacky
photopolymer layer. Since the exposure required is around 300 J/m² at 514 nm,
holograms are recorded by contact copying a master hologram (see Section
9.1). Close contact is ensured by removing the cover sheet and laminating the
tacky film to the master hologram. The film is then exposed to UV light to cure
the photopolymer, after which it can be separated from the master hologram.
Finally the film is baked at 100–120 °C for 1–2 hours to obtain increased index
modulation [Smothers et al., 1990; Weber et al., 1990].

This procedure yields volume reflection holograms that reconstruct an image
at almost the same wavelength as that used to record them. If necessary, the
reconstruction can be shifted to a longer wavelength by laminating the holo-
graphic recording film, after exposure to UV light, to a color tuning film and
baking the sandwich [Zager & Weber, 1991].
6.6 Photothermoplastics (PTP)

A hologram can be recorded in a multilayer structure consisting, as shown in fig. 6.4, of a glass or Mylar substrate coated with a thin, transparent, conducting layer of indium oxide, a photoconductor, and a thermoplastic [Lin & Beauchamp, 1970; Urbach, 1977].

The film is initially sensitized in darkness by applying a uniform electric charge to the top surface. On exposure and recharging, a spatially varying electrostatic field is created. The thermoplastic is then heated briefly, so that it becomes soft enough to be deformed by this field, and cooled to fix the variations in thickness.

Fig. 6.4. Record-erase cycle for a photothermoplastic [Lin and Beauchamp, 1970].
Photothermoplastics have a reasonably high sensitivity and yield a thin phase hologram with good diffraction efficiency. They have the advantage that they can be processed rapidly \textit{in situ}; in addition, if they are produced on a glass substrate, the hologram can be erased by heating the substrate, and the material reused.

\section*{6.7 Photorefractive crystals}

When a photorefractive crystal is exposed to a spatially varying light pattern, electrons are liberated in the illuminated areas. These electrons migrate to adjacent dark regions and are trapped there. The spatially varying electric field produced by this space-charge pattern modulates the refractive index through the electro-optic effect, producing the equivalent of a phase grating. The space-charge pattern can be erased by uniformly illuminating the crystal, after which another recording can be made.

The photorefractive crystals most commonly used for recording holograms are Fe-doped LiNbO$_3$ and Bi$_{12}$SiO$_{20}$ (BSO), which has a higher sensitivity. The best results are obtained with BSO with the recording configuration shown in fig. 6.5, in which an electric field is applied at right angles to the hologram fringes [Huignard & Micheron, 1976; Huignard, 1981].

Typical recording–erasure curves for BSO at different applied fields, at an incident power density of 2.45 W/m$^2$ ($\lambda = 514$ nm) are presented in fig. 6.6. A maximum diffraction efficiency of 0.25 can be obtained with a field of 900 V/mm and the hologram can be stored in darkness for about 30 h. Since readout is destructive, the reconstructed image is best recorded and stored for viewing.

Several interesting possibilities have been opened up by such photorefractive materials.
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Problems

6.1. A hologram is to be recorded with a He–Ne laser on a BB-640 plate. The illumination level in the hologram plane due to the object beam is 0.003 W/m², and that due to the reference beam is 0.009 W/m². The plate is to be processed to produce a phase hologram. What is the exposure time required?

To obtain good diffraction efficiency after bleaching, the exposure should result in an optical density of at least 2.5 after development. From the published data for BB-640 plates, this would correspond to an exposure of approximately 1.5 J/m².

Accordingly, the exposure time required would be

\[
T \approx \frac{1.5}{(0.009 + 0.003)} \\
= 125 \text{ seconds. (6.1)}
\]

The exposure time yielding the maximum diffraction efficiency can be selected from trials with exposures ranging from 100 seconds to 200 seconds.
7

Display holograms

7.1 Transmission holograms

A typical optical system for recording transmission holograms is shown in fig. 7.1.

Making a hologram involves recording a two-beam interference pattern. Any change in the phase difference between the two beams during the exposure results in a movement of the fringes and reduces modulation in the hologram. Accordingly, to avoid mechanical disturbances, all the optical components, as well as the object and the photographic film or plate, should be mounted on a rigid surface resting on shock absorbers. The system is adjusted to have a low natural frequency of vibration (<1 Hz). A concrete or granite slab resting on inflated scooter inner tubes can be used, but most experimenters prefer a

![Optical arrangement used to record a transmission hologram.](image)

Fig. 7.1. Optical arrangement used to record a transmission hologram.
honeycomb optical table, with a steel top, supported on pneumatic legs. The steel top has the advantage that optical components can be bolted down to its surface or mounted on magnetic bases. The effects of air currents and acoustic disturbances can be minimized by enclosing the working area with heavy curtains. An accurate power meter should be used to measure the intensities of the object and reference beams in the hologram plane, in order to set the ratio of their intensities to a suitable value and calculate the required exposure.

Where very long exposures have to be made, residual disturbances can be eliminated by a feedback system which stabilizes the optical path difference between the beams [Neumann & Rose, 1967]. Any motion of the interference fringes in the hologram plane is picked up by a photodetector, and the variations in its output are amplified and applied to a piezoelectric translator (PZT) which controls the position of one of the mirrors in the beam path.

7.2 Reflection holograms

A typical optical system that can be used for recording reflection holograms is shown schematically in fig. 7.2.

As can be seen, the object and reference waves are incident on the photographic emulsion from opposite sides. Since the thickness of the photographic emulsion is typically between 6 μm and 15 μm, the interference fringes are recorded as layers within it, about half a wavelength apart. The hologram exposure should
be adjusted to give a density greater than 2.0, after development. The hologram is then processed in a rehalogenating bleach to control emulsion shrinkage and the resulting wavelength shift [Hariharan & Chidley, 1989].

Reflection holograms of objects with limited depth can be made with an arrangement similar to that used originally by Denisyuk [1965], in which the portion of the reference beam transmitted by the photographic plate illuminates the object. A simple overhead configuration for recording such holograms, using a diode laser, has been described by Koch & Petros [1998].

Because of the small size of the diode laser, the entire optical system can be put together on a 20 × 25 × 1 cm metal baseplate, which, as shown in fig. 7.3, is placed on a thick sheet of plastic sponge to provide vibration isolation. The diode laser (see Section 4.3) produces a clean beam whose divergence (typically, about 8° × 25°) makes it possible to illuminate the object through the holographic plate without any external optics. A hologram of a flat, specular reflecting object, such as a coin, can be recorded by placing a high resolution photographic plate directly on the object.

7.3 Full-view holograms

A drawback of conventional holograms is the limited angle over which they can be viewed. Holograms that give a full 360° view of an object can be recorded using either four plates, or a cylinder of film, surrounding the object.

A very simple optical system for this purpose [Jeong, 1967] is shown in
Fig. 7.4. Simple optical arrangement for making a 360° hologram [Jeong, 1967].

The object is placed at the center of a glass cylinder which has a strip of photographic film taped to its inner surface with the emulsion side facing inwards, and the expanded laser beam is incident on the object from above. The central portion of the expanded laser beam illuminates the object, while the outer portions, which fall directly on the film, constitute the reference beam.

To view the reconstructed image, the processed film is replaced in its original position and illuminated with the same laser beam.

### 7.4 Rainbow holograms

The rainbow hologram is a transmission hologram which reconstructs a bright, sharp, monochromatic image when illuminated with white light [Benton, 1977].

As shown schematically in fig. 7.5(a), the first step in making a rainbow hologram is to record a conventional transmission hologram of the object.

When this primary hologram (H₁) is illuminated, as shown in fig. 7.5(b), by the conjugate of the original reference wave, it reconstructs the conjugate of the original object wave and produces a real image of the object with unit magnification. A horizontal slit is then placed over H₁, as shown in figs. 7.5(c) and 7.5(d), and a second hologram (H₂) is recorded of the real image produced by H₁. The reference beam for H₂ is a convergent beam inclined in the vertical
plane, and the photographic plate used to record \( H_2 \) is placed so that the real image formed by \( H_1 \) straddles it.

When \( H_2 \) is illuminated with the conjugate of the reference beam used to make it, it forms an orthoscopic image of the object straddling the plane of the hologram, as shown in fig. 7.6(a). In addition, it also forms a real image of the slit placed across \( H_1 \). All the light diffracted by the hologram passes through this slit pupil, so that a very bright image is seen from this position. Since the observer can move his head from side to side, horizontal parallax is retained. However, the image disappears if the observer’s eyes move outside this slit pupil, so that vertical parallax is eliminated.

With a white light source, the slit image is dispersed in the vertical plane, as shown in fig. 7.6(b), to form a continuous spectrum. An observer whose eyes are positioned at any part of this spectrum then sees a sharp, three-dimensional image of the object in the corresponding color.

Figure 7.7 shows an optical system that permits both steps of the recording process to be carried out with a minimum of adjustments.

In this arrangement, the plane of the figure corresponds to the vertical plane in the final viewing geometry. A collimated reference beam is used to record the primary hologram (\( H_1 \)), so that it is necessary only to turn \( H_1 \) through 180° about an axis normal to the plane of the figure and replace it in the holder, for an undistorted real image to be projected into the space in front of \( H_1 \). Vertical parallax is eliminated by a slit a few millimeters wide placed over \( H_1 \) with its long dimension normal to the plane of the figure. This orientation of the slit corresponds to the horizontal in the final viewing geometry. A convergent reference beam is used to record the final hologram (\( H_2 \)), which, after processing, is reversed for viewing. When \( H_2 \) is illuminated with a divergent beam from a point source of white light, an orthoscopic image of the object is formed, and a dispersed real image of the slit is projected into the viewing space.

### 7.4.1 Image blur

The image reconstructed by a rainbow hologram is free from speckle, because it is illuminated with incoherent light, but not from blur [Wyant, 1977].

One cause of image blur is the finite wavelength spread in the image. If we consider a rainbow hologram made with the optical system shown schematically in fig. 7.8, the wavelength spread observed when the rainbow hologram is illuminated with white light is

\[
\Delta \lambda = \left( \frac{\lambda}{\sin \theta} \right) \left( \frac{b + a}{D} \right),
\]  

(7.1)
Fig. 7.5. Steps involved in the production of a rainbow hologram.
where $\lambda$ is the mean wavelength of the reconstructed image, $\theta$ is the angle made by the reference beam with the axis, $b$ is the width of the slit, $a$ is the diameter of the pupil of the eye and $D$ is the distance from the primary hologram to the final rainbow hologram.

The image blur due to this wavelength spread is then

$$\Delta y_{\lambda} = z_0 \left( \frac{\Delta \lambda}{\lambda} \right) \sin \theta,$$

$$= z_0 \left( \frac{a + b}{D} \right), \quad (7.2)$$

where $z_0$ is the distance of the image from the hologram.
Fig. 7.7. Optical system used to record a rainbow hologram [Hariharan, Steel & Hegedus, 1977].
Another cause of image blur is the finite size of the source used to illuminate the hologram. If the source has an angular spread $\psi_s$, as viewed from the hologram, the resultant image blur is

$$\Delta y_s = z_0 \psi_s.$$  \hfill (7.3)

For the blur due to source size not to exceed the blur due to the wavelength spread, the size of the source must satisfy the condition

$$\psi_s \leq \left( \frac{a + b}{D} \right).$$  \hfill (7.4)

A final cause of image blur is diffraction at the slit; this can be neglected unless the width of the slit is very small.

### 7.5 Holographic stereograms

It is also possible to synthesize a hologram that reconstructs an acceptable three-dimensional image from a series of two-dimensional views of a subject from different angles [McCricerd & George, 1968]. To produce such a holographic stereogram, a series of photographs of the subject is taken from equally spaced positions along a horizontal line. Alternatively, the subject is placed on a slowly rotating turntable, and a movie camera is used to make a record of a 120° or 360° rotation. Typically, three movie frames are recorded for each degree of rotation [Benton, 1975].

The optical system used to produce a white-light holographic stereogram from such a movie film is shown schematically in fig. 7.9. Each frame is imaged in the vertical plane on the film used to record the hologram. However, in the horizontal plane, the cylindrical lens brings the image to a line focus. A contiguous
sequence of vertical strip holograms is recorded of successive movie frames, covering the full range of views of the original subject, using a reference beam incident at an appropriate angle, either from above or from below. With a rotating subject, the processed film is formed into a cylinder for viewing.

When the holographic stereogram is illuminated with white light, the viewer sees a monochromatic three-dimensional image. This image changes color, as with a rainbow hologram, when the observer moves his head up or down. The image lacks vertical parallax, but it exhibits horizontal parallax over the range of angles covered by the original photographs.

Because of the difficulties involved in scaling up the system shown in fig. 7.9, large white-light holographic stereograms (up to $2 \times 1$ m) are made by a two-step process [Newswanger & Outwater, 1985].

The obvious advantage of this technique, over recording a hologram directly, is that white light can be used to illuminate the subject in the first stage, so that holographic stereograms can be made of living subjects as well as large scenes. Some subject movement can also be displayed without destroying the stereoscopic effect.

7.6 Holographic movies

Moving three-dimensional images can be produced by presenting a sequence of holograms. With Fourier transform holograms (see Section 1.4),
the reconstructed image can be viewed through the film by a single observer as the film is moved continuously. This limitation is acceptable for technical studies [Heflinger, Stewart & Booth, 1978; Smigielski, Fagot & Albe, 1985] but is a serious drawback for entertainment.

This problem was overcome [Komar, 1977; Komar and Serov, 1989] by using a lens with a diameter of 200 mm to record a series of image holograms of the scene on 70 mm film. The reconstructed image was projected with an identical lens on to a special holographic screen, equivalent to several superimposed concave mirrors. Each of these holographic mirrors then formed a real image of the projection lens in front of a spectator so that, when he looked through this pupil, he saw a full-size three-dimensional image.

Two artistic movies using holographic stereograms have also been produced by Alexander [Lucie-Smith, 1992].
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Problems

7.1 A rainbow hologram is recorded with an optical system similar to that shown in fig. 7.8, in which \( \theta = 45^\circ \), \( D = 300 \) mm and \( b = 3 \) mm. If the diameter of the pupil of the observer’s eye is 3 mm and the image is reconstructed at a distance \( z_0 = 50 \) mm from the hologram, what is the image blur due to the wavelength spread? What is the minimum distance from the hologram at which a light source with a diameter of 10 mm should be placed for the image blur due to source size not to exceed that due to the wavelength spread?

From (7.2), the image blur due to the wavelength spread is

\[
\Delta y_{\Delta \lambda} = z_0 \left( \frac{a + b}{D} \right)
\]

\[= 50 \left( \frac{3 + 3}{300} \right) = 1 \text{ mm.} \quad (7.5)\]

For the image blur due to source size not to exceed that due to the wavelength spread, the angular extent of the source, viewed from the hologram, should satisfy (7.4). We have

\[
\psi_s \leq \frac{a + b}{D}
\]

\[\leq \frac{3 + 3}{300} \leq 0.02 \text{ radian.} \quad (7.6)\]

A 10 mm diameter source should be placed at a minimum distance of 500 mm from the hologram.
In principle, a multicolor image can be produced by a hologram recorded with three suitably chosen wavelengths, when it is illuminated once again with these wavelengths. However, a problem is that each hologram diffracts, in addition to the wavelength used to record it, the other two wavelengths as well. The cross-talk images produced in this fashion overlap with, and degrade, the desired multicolored image. This problem has been overcome, and several methods are now available to produce multicolor images [Hariharan, 1983].

### 8.1 Multicolor reflection holograms

The first technique employed to eliminate cross-talk made use of the high wavelength selectivity of volume reflection holograms. If such a hologram is recorded with three wavelengths, one set of fringe planes is produced for each wavelength. When the hologram is illuminated with white light, each set of fringe planes diffracts a narrow band of wavelengths centered on the original wavelength used to record it, giving a multicolor image free from cross-talk [Upatnieks, Marks & Federowicz, 1966].

Higher diffraction efficiency can be obtained by superimposing three bleached volume reflection holograms recorded on two plates, one with optimum characteristics for the red, and the other with optimum characteristics for the green and blue. Brighter images can also be obtained if the final holograms are produced using real images of the object projected by primary holograms whose aperture is limited by a suitably shaped stop [Hariharan, 1980a].

### 8.2 Multicolor rainbow holograms

Another method of producing multicolor images makes use of superimposed rainbow holograms [Hariharan, Steel & Hegedus, 1977]. In this technique, three primary holograms are made with red, green and blue laser light. These
primary holograms are then used with the same laser sources to make a set of three rainbow holograms, which are then superimposed. When this multiplexed hologram is illuminated with a white light source, it reconstructs three images of the object. In addition, as shown in fig. 8.1, three dispersed images of the slit are formed in the viewing space. Since the corresponding three spectra are displaced by appropriate amounts with respect to each other, an observer, viewing the hologram from the original position of the slit, sees three superimposed images of the object reconstructed in the colors with which the primary holograms were made.

Rainbow holograms can be used very effectively in multicolor displays, since the reconstructed images are very bright and exhibit high color saturation, and are also free from cross-talk.

8.3 Light sources

The most commonly used lasers for color holography are the He–Ne laser which provides an output in the red ($\lambda = 633$ nm), and the Ar$^+$ laser which provides outputs in the green ($\lambda = 514$ nm) and the blue ($\lambda = 488$ nm). The range of wavelengths that can be reconstructed with these three wavelengths as primaries can be determined by means of the C.I.E. chromaticity diagram. As shown in fig. 8.2, points representing monochromatic light of different wavelengths are located on a horseshoe-shaped curve known as the spectrum locus; all other colors lie within this boundary. New colors obtained by mixing light of two wavelengths, such as 633 nm and 514 nm, lie on the straight line AB joining these primaries. If light with a wavelength of 488 nm is also used, any color within the triangle ABC can be obtained.
A wider range of colors can be obtained, at some sacrifice of power, by using the blue output from an Ar\textsuperscript{+} laser at a wavelength of 477 nm, or a He–Cd laser at 422 nm.

### 8.4 Pseudocolor images

The color information in a hologram is encoded in the spatial frequencies of the carrier fringes. It is therefore possible to generate different carrier fringe...
8.4 Pseudocolor images

frequencies and, consequently, images of different colors, even with a single laser wavelength, by different means.

8.4.1 Pseudocolor rainbow holograms

One way to produce a multicolor image is to record three superimposed rainbow holograms with different reference beam angles [Tamura, 1978]. Alternatively the position of the limiting slit can be changed between exposures.

A problem is that the images reconstructed in a different color from that used to record the hologram are displaced with respect to it. The displacement in the vertical plane is

$$\Delta y = z_0 \left( \frac{2\Delta \lambda}{\lambda} \right) \tan^3 \theta,$$

while the longitudinal displacement is

$$\Delta z = z_0 \left( \frac{2\Delta \lambda}{\lambda} \right),$$

where $z_0$ is the distance of the image from the hologram, $\theta$ is the interbeam angle in the recording system (see fig. 7.8), $\lambda$ is the recording wavelength and $(\lambda + \Delta \lambda)$ is the wavelength at which the image is reconstructed. These displacements can be tolerated if the image is formed close to the hologram.

8.4.2 Pseudocolor reflection holograms

With volume reflection holograms, the color of the reconstructed image is affected by changes in the thickness of the recording medium, and these changes can be controlled and used to produce pseudocolor images even with a He–Ne laser [Hariharan, 1980b].

The red component hologram is recorded first, on a plate exposed with the emulsion side towards the reference beam. This plate is processed using a rehalogenating bleach to minimize emulsion shrinkage. The green and blue images are then recorded on another plate exposed with the emulsion side towards the object beam. After the green component is exposed, the emulsion is soaked in a 3 percent solution of triethanolamine, to swell it, and dried in darkness. The blue component is then exposed. Normal bleach processing eliminates the triethanolamine and produces the usual shrinkage. As a result, the first exposure yields a green image, while the second produces a blue image.

After drying, the plates are cemented together, with the emulsions in contact, and viewed with the hologram reconstructing the blue and green images in front.
Very high quality pseudocolor images can be produced from contact copies (see Section 9.1) of three master holograms made on DuPont photopolymer Holographic Recording Film with an Ar$^+$ laser (476 nm). Two of the holograms are swollen during processing by baking in contact with DuPont Color Tuning Film, so that they reconstruct green and red images, before the three films are sandwiched together [Hubel & Klug, 1992].
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Problems

8.1. What is the theoretical improvement in diffraction efficiency possible in a multicolor rainbow hologram by recording the three component holograms on three separate plates instead of on a single plate?

If all the three holograms are recorded on a single photographic plate, the available dynamic range is divided between the three holograms (see Section 3.6). The diffraction efficiency of each component hologram is then only \((1/3)^2 = 1/9\) of that for a single hologram recorded on the same plate. The diffraction efficiency should therefore improve, theoretically, by a factor of 9 (the actual gain is about half of this, because of transmission losses).

8.2. A pseudocolor rainbow hologram is recorded with an Ar$^+$ laser \((\lambda = 514\) nm) with an interbeam angle of 30°. While recording the red and blue components, the slit is shifted so that these images are reconstructed at wavelengths of 630 nm and 450 nm respectively. If the lateral displacements of the red and blue images are not to exceed 1 mm, what is the maximum permissible depth of these images?
We consider, first, the displacement of the red image, since the wavelength shift for it is greater ($\Delta \lambda = 116$ nm). From (8.1), we have

$$
\Delta y = z_0 \left( \frac{2\Delta \lambda}{\lambda} \right) \tan^3 \theta,
$$

$$
= z_0 \left( \frac{2 \times 116}{514} \right) \left( \frac{1}{\sqrt{3}} \right)^3
$$

$$
= 0.124 \times z_0. \quad (8.3)
$$

Accordingly, for the lateral displacement of the edges of the red image to be less than 1 mm, they must lie within ±8 mm of the hologram.

A similar calculation shows that the edges of the blue image (for which $\Delta \lambda = 64$ nm) must lie within ±14 mm of the hologram.
9

Copying holograms

It is often necessary to make copies from a single original hologram.

One way is to illuminate the hologram with the conjugate of the reference wave used to make it. The wave reconstructed by the hologram can then be used with another reference wave to record a second-generation hologram. This technique has the advantage of great flexibility. It is possible to produce a copy that reconstructs an orthoscopic real image (see Section 2.2), as well as copies with improved diffraction efficiency. It is also possible to produce a number of reflection holograms from a transmission hologram of the object.

9.1 ‘Contact printing’

A simpler way to produce many identical copies of a hologram is to ‘contact print’ the original on to another photosensitive material [Harris, Sherman & Billings, 1966].

Since what is recorded on the copy material is actually the interference pattern formed by the light diffracted by the hologram and the light transmitted by it, the coherence of the illumination must be adequate to produce interference fringes of high visibility. If, as shown in fig. 9.1, the primary hologram (H₁) diffracts light at an angle θ, interference takes place between rays originally separated by a distance Δx where

\[ Δx = Δz \tan θ, \]  \hspace{1cm} (9.1)

and the optical path difference between the beams is

\[ Δl = Δx \sin θ \]

\[ = Δz \tan θ \sin θ, \]  \hspace{1cm} (9.2)

so that the coherence requirements for copying are much less stringent than for recording a hologram.
To obtain a copy with good diffraction efficiency, the exposure and processing conditions for the primary hologram must be chosen so that the amplitudes of the transmitted wave and the diffracted wave are comparable. In addition, for the best results, the direction, curvature and wavelength of the original reference wavefront must be maintained in the copying system, and an index-matching fluid should be used between the hologram and the copy film to eliminate spurious interference fringes formed by reflection between the surfaces.

**9.2 Embossed holograms**

Holograms recorded on a photoresist can be copied by embossing [Iwata & Tsujiuchi, 1974].

The first step in the embossing process is to make a stamper by electrodeposition of nickel on the relief image recorded on the photoresist [Iwata & Ohnuma, 1985]. When the nickel layer is thick enough, it is separated from the master hologram and mounted on a metal backing plate.

Figure 9.2 is a cross section of the material used to make embossed copies. It consists of a polyester base film, a resin separation layer and a thermoplastic film (the hologram layer).

The embossing process can be carried out with a simple heated press, as shown in fig. 9.3. The bottom layer of the duplicating film (the thermoplastic layer) is heated above its softening point and pressed against the stamper. The thermoplastic layer (the hologram layer) then takes up the shape of the stamper and retains this shape when it is cooled and removed from the press.
A roll press can be used for mass replication of large format embossed holo-
grams [Burns, 1985].

Embosed holograms can be transferred to an opaque surface, such as the
cover of a book, by transcription. To permit viewing by reflected light, the
transcription foil contains two more layers, a reflecting layer of aluminum
deposited in vacuum on the hologram recording layer and an adhesive layer.
When the transcription foil is placed on the substrate to which the hologram is
to be transferred and pressed with a heated die, the bottom adhesive layer melts
and sticks to the substrate. After it cools, the base film can be lifted off, leaving
the other layers, including the hologram, attached to the substrate.

Embosed holograms are now used widely as a security feature on credit
cards and quality merchandise [Fagan, 1990].
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Problems

9.1. We would like to make copies of a hologram recorded with an interbeam angle of 30° by ‘contact printing’. If we assume that the maximum separation between the hologram and the copy film is 100 μm, what is the lower limit on the coherence length of the light used to make the copy?

From (9.2), the contrast of the carrier fringes in the copy would drop to zero if the coherence length of the light is less than

\[ \Delta l = \tan 30° \times \sin 30° \times 100 \times 10^{-6} \text{ m} \]
\[ = 34 \text{ μm}. \] (9.3)

For a negligible loss in contrast, the coherence length of the light used to make a copy should be much greater than this figure, say, 1 mm.
Computer-generated holograms can produce wavefronts with any prescribed amplitude and phase distribution and have, therefore, found many applications. The production of such holograms has been discussed by Lee [1978], Yaroslavskii and Merzlyakov [1980] and Dallas [1980], and essentially involves two steps.

The first step is to calculate the complex amplitude of the object wave at the hologram plane; for simplicity, this is usually taken to be the discrete Fourier transform (see Appendix B) of the complex amplitude at an $N \times N$ set of points in the object plane. The second step involves using the $N \times N$ computed values of the discrete Fourier transform to produce a transparency (the hologram) which reconstructs the object wave when it is suitably illuminated.

Two approaches have been followed for this purpose. In the first, which is analogous to off-axis holography, the complex amplitudes of a plane reference wave and the object wave, at each point in the hologram plane, are added, and the squared modulus of their sum is evaluated. These values are used to produce a transparency whose amplitude transmittance is real and positive everywhere.

An alternative is to produce a transparency that records both the amplitude and the phase of the object wave in the hologram plane. This transparency can be thought of as the superposition of two transparencies, one of constant thickness having a transmittance at each point proportional to the amplitude of the object wave, and the other with uniform transmittance but having thickness variations proportional to the phase of the object wave. Such a hologram has the advantage that it forms a single, on-axis image.

In either case, the output from the computer is used to control a plotter that produces a large scale version of the hologram. This master is photographically reduced to produce the required transparency.
10.1 Binary detour-phase holograms

Production of the hologram can be simplified considerably if its transmittance has only two levels – either zero or one. The best known hologram of this type is the binary detour-phase hologram [Brown & Lohmann, 1966, 1969]. To produce such a hologram, the output format covered by the plotter is divided into $N \times N$ cells, which correspond to the $N \times N$ coefficients of the discrete Fourier transform of the complex amplitude in the object plane. Each complex Fourier coefficient is then represented by a single transparent area within the corresponding cell, whose size is determined by the modulus of the Fourier coefficient, while its position within the cell represents the phase of the Fourier coefficient. A shift of the transparent area in any cell results in the light transmitted by it traveling by a longer or shorter path to the reconstructed image, hence the name of the method.

Figure 10.1(a) shows a binary detour-phase hologram of the letters ICO; fig. 10.1(b) shows the image produced by it. The first-order images are those above and below the central spot; the higher-order images are due to nonlinear effects.

To understand how this method of encoding the phase works, consider a rectangular opening $(a \times b)$ in an opaque sheet (the hologram) centered on the origin of coordinates, as shown in fig. 10.2, which is illuminated with a uniform plane wave of unit amplitude.

The complex amplitude $U(x, y)$ in the diffraction pattern formed in the far field is given by the Fourier transform of the transmitted amplitude and is

$$U(x, y) = ab \frac{\text{sinc}(by)}{\lambda z},$$

where $\text{sinc} x = (\sin \pi x) / \pi x$.

We now assume that the center of the rectangular opening is shifted to a point $(\Delta x_0, \Delta y_0)$, and the sheet is illuminated by a plane wave incident at an angle. If the complex amplitude of the incident wave at the sheet is $\exp[i(\alpha \Delta x_0 + \beta \Delta y_0)]$, the complex amplitude in the diffraction pattern becomes

$$U(x', y') = ab \frac{\text{sinc}(ax)}{\lambda z} \frac{\text{sinc}(by)}{\lambda z}$$

$$\times \exp \left[ i \left( \frac{2\pi x}{\lambda z} \Delta x_0 + i \left( \frac{2\pi y}{\lambda z} \Delta y_0 \right) \right) \right],$$

$$= ab \frac{\text{sinc}(ax)}{\lambda z} \frac{\text{sinc}(by)}{\lambda z}$$

$$\times \exp[i(\alpha \Delta x_0 + \beta \Delta y_0)]$$

$$\times \exp \left[ i \left( \frac{2\pi}{\lambda z} x \Delta x_0 + \frac{2\pi}{\lambda z} y \Delta y_0 \right) \right].$$

(10.2)
If \( ax, by \ll \lambda z \), (10.2) reduces to

\[
U(x, y) = ab \exp[i(\alpha x_0 + \beta y_0)] \\
\times \exp \left[ i \left( \frac{2\pi}{\lambda z} x \Delta x_0 + \frac{2\pi}{\lambda z} y \Delta y_0 \right) \right].
\]

(10.3)
If, then, the computed complex amplitude of the object wave at a point \((n\Delta x_0, m\Delta y_0)\) in the hologram plane is
\[
o(n(n\Delta x_0, m\Delta y_0)) = |o(n(n\Delta x_0, m\Delta y_0))| \exp[i\phi(n(n\Delta x_0, m\Delta y_0))],
\] (10.4)
its modulus and phase at this point can be encoded, as shown in fig. 10.3, by making the area of the opening in this cell equal to the modulus, so that
\[
ab = |o(n(n\Delta x_0, m\Delta y_0))|,
\] (10.5)
and displacing the center of the opening from the center of the cell by an amount \(\delta x_{nm}\) given by the relation

\[
\delta x_{nm} = (\Delta x_0/2\pi) \phi(n \Delta x_0, m \Delta y_0).
\] (10.6)

To confirm the validity of this technique, we consider the complex amplitude in the far field due to this opening, which, from (10.3), is

\[
U_{nm}(x,y) = |\phi(n \Delta x_0, m \Delta y_0)|
\]

\[
\times \exp[i\alpha(n \Delta x_0 + \delta x_{nm}) + i\beta m \Delta y_0]
\]

\[
\times \exp[(i2\pi/\lambda z)(nx_0 \Delta x_0 + my_0 \Delta y_0 + \delta x_{nm})].
\] (10.7)

The total diffracted amplitude in the far field, which is obtained by summing the complex amplitudes due to all the \(N \times N\) openings is, therefore,

\[
U(x,y) = \sum_{n=-N}^{N} \sum_{m=-N}^{N} |\phi(n \Delta x_0, m \Delta y_0)| \exp(i\alpha \delta x_{nm})
\]

\[
\times \exp[i\alpha(n \Delta x_0 + \delta x_{nm})]
\]

\[
\times \exp[(i2\pi/\lambda z)(nx_0 \Delta x_0 + my_0 \Delta y_0 + \delta x_{nm})].
\] (10.8)

If the dimensions of the cells and the angle of illumination are chosen so that

\[
\alpha \Delta x_0 = 2\pi,
\] (10.9)

\[
\beta \Delta y_0 = 2\pi,
\] (10.10)

\[
\delta x_{nm} \ll \lambda z,
\] (10.11)

(10.8) reduces to

\[
U(x,y) = \sum_{n=-N}^{N} \sum_{m=-N}^{N} |\phi(n \Delta x_0, m \Delta y_0)| \exp[i\phi(n \Delta x_0, m \Delta y_0)]
\]

\[
\times \exp[(i2\pi/\lambda z)(nx_0 \Delta x_0 + my_0 \Delta y_0)],
\] (10.12)

which is the discrete Fourier transform of the computed complex amplitude in the hologram plane, that is to say, the desired reconstructed image.

Binary detour-phase holograms have the advantage that it is possible to use a simple pen-and-ink plotter to prepare the binary master, and problems of linearity do not arise in the photographic reduction process. Their chief disadvantage is that they are very wasteful of plotter resolution, since the number of addressable plotter points in each cell must be large to minimize the noise due to quantization of the modulus and the phase of the Fourier coefficients.
10.3 Three-dimensional objects

Procedures for making such holograms for lecture demonstrations, using a desktop computer, have been described in several publications [McGregor, 1992]. The availability of high-resolution laser printers has eliminated the need for photographic reduction, and $75 \times 75$ element, detour-phase holograms can be produced directly on overhead transparency film [Walker, 1999].

10.2 Phase randomization

The Fourier transforms of the wavefronts corresponding to most simple objects have very large dynamic ranges, because the coefficients of the dc and low-frequency terms have much larger moduli than those of the high-frequency terms.

Where the phase of the final reconstructed image is not important, this problem can be minimized by multiplying the complex amplitudes at the original sampled object points by a random phase factor before calculating the Fourier transform [Lohmann & Paris, 1967]. This procedure is optically equivalent to placing a diffuser in front of the object transparency, and has the effect of making the magnitudes of the coefficients of the Fourier transforms much more uniform. However, as shown in fig. 10.4, the reconstructed image is then modulated by a speckle pattern.

Several coding techniques have been developed to reduce quantization errors and achieve a satisfactory compromise between smoothing the object spectrum and minimizing speckle [Bryngdahl & Wyrowski, 1990].

10.3 Three-dimensional objects

A three-dimensional object can be approximated by the sum of a number of equally spaced cross sections perpendicular to the $z$ axis. However, problems can arise from distant parts of the object, which are normally hidden by surfaces in front, appearing in the image. It is then necessary, at each point on the hologram, to sum only contributions to the object wave arising from points on the object that can be seen from that point on the hologram.

The generation of a three-dimensional image involves a very large amount of computation. One way to reduce the computing time is to eliminate vertical parallax by performing a series of Fourier transforms corresponding to successive horizontal lines in the hologram [Leseberg, 1986]. Another, described by King, Noll and Berry [1970], uses a technique similar to that for making holographic stereograms (see Section 7.5). A computer is used to produce a series of views of the object, as seen from a number of angles in the horizontal plane, and these views are optically encoded as a series of vertical strip holograms on
a single piece of film. Finally, the real image formed by this composite hologram, when it is illuminated by the conjugate reference beam, is used to produce an image hologram. Since this real image consists of a series of two-dimensional images which are located entirely in the plane of the final hologram, it can be illuminated with white light to reconstruct a bright, almost achromatic image.
10.4 Holographic video imaging

A real-time holographic display of three-dimensional information is also possible with computer-generated holograms [St.-Hilaire et al., 1990].

Data on a synthetic three-dimensional object are transferred to a computer containing 16000 microprocessors in a massively parallel architecture. The video signal from a frame buffer is used to drive an acousto-optic modulator (AOM) in the display system shown in fig. 10.5. An expanded laser beam emerges from this AOM with a phase modulation across its width that is proportional to the input signal representing a section of one horizontal line of the hologram. A spinning polygonal mirror and a galvanometer scanner are used to multiplex these sections in the horizontal and vertical directions, respectively, to build up the holographic image. Images up to 130 mm × 170 mm and 200 mm deep have been produced by this system.

Multicolor images have also been generated with such a system by using a three-channel AOM and illuminating the three channels with red, green and blue lasers [St.-Hilaire et al., 1992].

10.5 Optical testing

One of the main applications of computer-generated holograms is in optical testing, where they are used in interferometric tests of aspheric surfaces. In this application, a computer-generated hologram replaces an expensive null lens used to cancel the aberrations of the test wavefront [Wyant & Bennett, 1972].
The hologram is a representation of the interferogram that would be obtained if the wavefront from the desired aspheric surface were to interfere with a tilted plane wavefront. If, as shown in fig. 10.6, the test surface is imaged on the hologram, the superposition of the actual interference pattern and the hologram produces a moiré pattern showing the deviation of the test wavefront from the ideal computed wavefront.

The contrast of the interference pattern is improved by reimaging the hologram through a small aperture placed in the focal plane of the reimaging lens which passes only the transmitted wavefront from the mirror under test and the diffracted wavefront produced by illuminating the hologram with the plane reference wavefront. Typical fringe patterns obtained with an aspheric surface, with and without a computer-generated hologram, are shown in fig. 10.7.

To obtain good results, several sources of error must be kept in mind. One is the effect of quantization. If there are $N$ resolvable points across the diameter of the hologram, any plotted point may be displaced from its position by $1/2N$ of the diameter. However, for the diffracted images not to overlap (see Appendix B), the hologram must have a carrier frequency $S_H = 3S_I$ where $S_I$ is the highest spatial frequency (fringes per diameter) in the uncorrected fringe.
pattern. As a result, the fringe frequency $S_H$ in the hologram can vary from a minimum of $2S_f$ to a maximum of $4S_f$. With a fringe frequency $S_H = 4S_f$, an error in the fringe position of $1/2N$ would correspond to a wavefront error (expressed as a fraction of a fringe)

$$\Delta W = 2S_f/N.$$  \hspace{1cm} (10.13)

If the wavefront error is not to exceed (say) $\lambda/4$, the number of resolvable points across the diameter of the hologram must satisfy the condition

$$N > 4 \times 2S_f.$$  \hspace{1cm} (10.14)

Other sources of error are plotter distortion and errors in the size and positioning of the hologram.

Electron-beam recording on layers of photoresist coated on optically worked blanks now makes it possible to produce computer-generated holograms of very high quality which are used widely to test aspheric surfaces [Arnold, 1985, 1989].
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**Problems**

**10.1.** A computer-generated hologram is to be used instead of a null lens to test an aspheric wavefront which has a maximum departure from the reference sphere of 19 wavelengths and a maximum slope error of 35 waves per radius. What is (a) the minimum carrier fringe frequency that can be used, and (b) the minimum number of resolvable points across the hologram for the residual wavefront errors to be less than \( \lambda/8 \)?

In this case, the highest spatial frequency (fringes per diameter) in the uncorrected interference pattern is \( S_I = 2 \times 35 = 70 \) fringes per diameter.
For the diffracted images not to overlap, the hologram must have a carrier fringe frequency \( S_H \geq 3S_I \). Accordingly, the minimum carrier fringe frequency is

\[
S_H = 3 \times 70 \\
= 210 \text{ fringes per diameter.} \quad (10.15)
\]

For the wavefront error to be less than \( \lambda/8 \), it then follows, from (10.14), that the number of resolvable points across the diameter of the hologram must be

\[
N > 8 \times 2S_I \\
> 1120. \quad (10.16)
\]
Applications in imaging

11.1 Particle-size analysis

Measurements on small, moving particles distributed through an appreciable volume are not possible with a conventional optical system because a microscope which can resolve particles of diameter $d$ has a limited depth of field

$$\Delta z = \frac{d^2}{2\lambda}.$$  \hspace{1cm} (11.1)

This problem can be overcome by using a hologram recorded with a pulsed laser to store a high-resolution, three-dimensional image of the whole field at any instant. The stationary image reconstructed by the hologram can then be examined in detail, at different levels, with a normal microscope [Thompson, Ward & Zinky, 1967].

Wherever the amount of light that is directly transmitted is large enough (>80 percent) to serve as a reference beam, it is possible to use in-line holography. This permits a very simple optical system, such as that shown in fig. 11.1, which is also economical of light.

Because of the very small diameter of the particles, the distance $z$ of the recording plane from the particles can be made to satisfy the far-field

![Fig. 11.1. In-line holographic system for particle-size analysis.](image)
condition, \( z \gg d^2 / \lambda \) (see Appendix C), quite easily. Such a hologram formed in the far field of the particles by the interference of the diffracted light and the directly transmitted light is known as a Fraunhofer hologram.

The permissible exposure time for recording a hologram of a moving particle field depends on the velocity of the particles. For size analysis, a useful criterion is that the particle should not move by more than a tenth of its diameter during the exposure. Suitable light sources are either a pulsed ruby laser or, where a higher repetition rate is necessary, a frequency-doubled Nd:YAG laser.

To produce an acceptable image of a particle, the hologram must record the central maximum and at least three side bands of its diffraction pattern. This would correspond to recording waves traveling at a maximum angle

\[ \theta_{\text{max}} = 4\lambda / d \]

(11.2)
to the directly transmitted wave, and, hence, to a maximum fringe frequency of \( 4 / d \), which is independent of the values of \( \lambda \) and \( z \).

It also follows from (11.2) that, for a given half-width of the hologram, \( x_{\text{max}} \), the maximum depth of field over which the required resolution can be obtained is given by the relation

\[ \Delta z_{\text{max}} = x_{\text{max}} / 4 \lambda. \]

(11.3)

To view the image, the hologram is illuminated with a collimated beam of light from a He–Ne laser. With normal processing, negative images are formed, but this is not a problem for most technical applications. Two images are formed at equal distances \( \pm z \) from the hologram, one in front of it and the other behind it. However, with a Fraunhofer hologram, the light contributing to the conjugate image of each particle is spread over such a large area in the plane of the primary image that it produces only a weak, uniform background. As a result, the primary image can be viewed without significant interference from the conjugate image.

Holographic particle size analysis has found several applications [Trolinger, 1975; Vikram, 1992] including studies of fog droplets, dynamic aerosols and marine plankton. Another significant application has been in bubble-chamber photography. Double-exposure holography has been used to measure the velocity distribution of moving particles [Ewan, 1979].

### 11.2 Imaging through moving scatterers

Holography can be used to record an image of a stationary object masked by moving scatterers [Stetson, 1967]. Since the scattered light has its frequency...
shifted, it cannot interfere with the reference beam and merely adds a constant exposure to the hologram plate. Only the directly transmitted light contributes to the formation of the hologram.

### 11.3 Imaging through distorting media

Holography can be used to produce an undistorted image of an object which is located behind a distorting medium.

One way is to make the reference wave undergo the same distortion as the object wave [Goodman et al., 1966]. This is possible if the distorting medium is very thin, or if the angular separation of the waves is very small.

If the distorting medium only modulates the phase of an incident wave, its amplitude transmittance can be written as \( \exp[-i\phi(x, y)] \), and the complex amplitudes of the object and reference waves at the hologram are, respectively, \( o(x, y) \exp[-i\phi(x, y)] \) and \( r(x, y) \exp[-i\phi(x, y)] \). If we assume linear recording, the amplitude transmittance of the hologram is

\[
t(x, y) = t_0 + \beta T[r(x, y) \exp[-i\phi(x, y)] + o(x, y) \exp[-i\phi(x, y)]]^2
= t_0 + \beta T[r(x, y) + o(x, y)]^2,
\]

(11.4)

which is unaffected by the phase variations due to the distorting medium. An undistorted image is formed when the hologram is illuminated by the undistorted reference wave.

Alternatively, as shown in fig. 11.2(a), we can use a collimated reference beam to record a hologram of the aberrated object wave, whose complex amplitude we take to be

\[
o(x, y) = |o(x, y)| \exp[-i\phi(x, y)].
\]

(11.5)

In the reconstruction step, the hologram is illuminated, as shown in fig. 11.2(b) by the conjugate of the original reference wave. The hologram then reconstructs the conjugate of the original object wave, whose complex amplitude in the hologram plane can be written, apart from a constant factor, as

\[
o^*(x, y) = |o(x, y)| \exp[i\phi(x, y)].
\]

(11.6)

This wave has exactly the same phase errors as the original object wave, except that they are of the opposite sign. Accordingly, when this wave propagates back through the distorting medium, the phase errors introduced by it cancel out exactly, so that an undistorted real image of the object is formed in its original position [Kogelnik, 1965].
11.4 Time-gated imaging

A hologram records information on the object wave only when it is illuminated simultaneously by a coherent reference wave. If we use light with a limited coherence length, even with a cw source, only those parts of the object for which the difference in the lengths of the optical paths is less than the coherence length will be reconstructed in the image. It follows that a short coherence length produces results similar to a short light pulse [Abramson, 1978].

If a flat object surface and a hologram plate are both illuminated at an oblique angle by cw radiation with a short coherence length, the reconstructed image seen from any point on the hologram is crossed by a bright fringe connecting points at which the difference in the optical paths for the object and
As the point of observation is moved along the hologram, the fringe moves to satisfy this condition, producing, as shown in fig. 11.3, a picture of the movement of the object wave [Abramson, 1983]. Light-in-flight recordings have also been made of a single pulse with a duration of 25 ps [Abramson & Spears, 1989].

Another application of time-gated imaging has been to obtain profiles of objects hidden within a scattering medium. This technique opens up the possibility of imaging through living tissues. A drawback is that only a small fraction of the light actually contributes to the formation of the hologram; the remainder forms an incoherent background. Methods for improving the contrast of the fringes have been reviewed by Chen et al. [1993].

11.5 Multiple imaging

There are many applications where it is necessary to produce an array of identical images. A hologram can be used to produce such an array with a single exposure.

11.5.1 Multiple imaging using Fourier holograms

An $n \times n$ array of identical images separated by intervals $(x_0, y_0)$ can be produced by a hologram with an amplitude transmittance

$$H(\xi, \eta) = \sum_{n} \sum_{m} \exp[-i2\pi(nx_0\xi + my_0\eta)].$$

(11.7)
When illuminated with a plane wavefront, this hologram reconstructs a set of plane waves traveling in directions corresponding to the centers of the images in the array.

The hologram is placed in the back focal plane of the lens $L_1$ in the optical system shown in fig. 11.4 [Lu, 1968]. If a transparency with an amplitude transmittance $f(x, y)$ located in the front focal plane of $L_1$ and illuminated by a collimated beam is used as the input, its Fourier transform $F(\xi, \eta)$ is displayed in the back focal plane of $L_1$, so that the wavefront emerging from the hologram is

$$G(\xi, \eta) = F(\xi, \eta) H(\xi, \eta).$$

(11.8)

A second Fourier transform operation by the lens $L_2$ then produces a set of multiple images

$$g(x, y) = f(x, y) \ast \sum_{n} \sum_{m} \delta(x-nx_0, y-my_0)$$

$$= \sum_{n} \sum_{m} f(x-nx_0, y-my_0).$$

(11.9)

11.5.2 Multiple imaging using lensless Fourier holograms

This technique [Groh, 1968] uses a much simpler optical arrangement. In the first step a Fourier hologram of an array of point sources $P_1 \ldots P_n$ is recorded...
with a point reference source. This hologram is then illuminated, as shown in fig. 11.5, with the conjugate to the original reference wave by means of a lens placed behind it.

When illuminated with a point source in this manner, the hologram produces real images of the array of object points \( P_1 \ldots P_n \) in their original positions. However, if the point source is replaced by an illuminated transparency located in the same plane, an array of images of the transparency is formed, centered on the positions of the original point sources \( P_1 \ldots P_n \).
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Problems

11.1. Holographic imaging is to be used to study the size and spatial distribution of particles with diameters down to 10 μm, moving with velocities up to 1 m/s, in a field with a depth of 5 mm. Mechanical constraints require the hologram plate to be at a distance of 5 mm from the near side of the field. Determine (a) the minimum size of the hologram, (b) the minimum resolving power of the recording material, and (c) the maximum permissible exposure time.

The far side of the field is at a distance of 10 mm from the hologram. Accordingly, from (11.3) we require a hologram with a half-width

\[ x_{\text{max}} = z_{\text{max}} \left( \frac{4\lambda}{d} \right) \]

\[ = \frac{10 \times 10^{-3} \times 4 \times 0.694 \times 10^{-6}}{10 \times 10^{-6}} \text{m} \]

\[ = 2.78 \text{ mm}. \quad (11.10) \]

From (11.2), the maximum fringe frequency to be recorded is \( 4/0.01 = 400 \) lines/mm. The resolving power of the film used must be significantly greater than this value.

During the exposure, a particle should not move by more than a tenth of its diameter. The maximum exposure time is, therefore, 1 μs.
12
Other applications

12.1 Holographic diffraction gratings

High quality diffraction gratings can be produced by recording an interference pattern in a layer of photoresist coated on an optically worked substrate [Schmahl & Rudolph, 1976; Hutley, 1982]. Holographic gratings, as they are commonly called, are free from periodic and random errors and exhibit very low levels of scattered light.

Figure 12.1 shows a typical optical system used to produce holographic gratings. Light from an Ar⁺ laser ($\lambda = 458$ nm) is split into two beams of equal intensity which are focused by microscope objectives on pinholes. Each pinhole

![Optical system used to produce blazed holographic gratings](image-url)
is placed at the focus of an off-axis parabolic mirror, so that two collimated beams are obtained upon reflection at the two mirrors.

As shown in fig. 12.2, these gratings can be blazed to obtain maximum diffraction efficiency for a specified wavelength by setting the photoresist layer obliquely to the fringe pattern, so as to generate a triangular groove profile [Hutley, 1976]. After processing, the surface of the photoresist is coated with an evaporated metal layer.

12.2 Holographic scanners

Holographic scanners are significantly cheaper than mirror scanners and are widely used in point of sale terminals and for high-speed nonimpact printing [Beiser, 1988]. A typical scanner consists, as shown in fig. 12.3, of a disc with a number of holograms recorded on it, using a point source as the object and a collimated reference beam. Rotating the disc causes the reconstructed image spot to scan the image plane.

With this simple arrangement, the scanning line is an arc of a circle with a radius

\[ r = d \sin \theta \tan \theta, \]

(12.1)

where \(d\) is the distance from the scanning facet to the center of the image plane, and \(\theta\) is the angle between the normal to the hologram and the diffracted principal ray.
A straight line scan can be obtained by using an auxiliary reflector to make the principal diffracted ray normal to the scanned surface, as shown in fig. 12.4. This system is also self-compensating for wobble of the scanning disc when \( \theta_i = \theta_d = 45^\circ \).

**12.3 Holographic filters**

Volume reflection holograms recorded in dichromated gelatin can be used as narrow-band rejection filters (notch filters). To make such filters, a beam of laser light (wavelength \( \lambda \)), refracted at an angle \( \theta \) within a layer of dichromated gelatin (refractive index \( n \)), is reflected off a mirror contacted to its back surface to produce interference fringes parallel to the surface with a spacing

\[
\Lambda = \frac{\lambda}{2n \cos \theta}. \quad (12.2)
\]

The angle \( \theta \) is chosen so that, after processing (see Section 6.2), the filter has its peak reflectance at the desired wavelength.

A major application of such notch filters has been for eye protection against laser radiation, while maintaining high visual transmittance [Magariños & Coleman, 1987; Tedesco, 1989]. Holographic notch filters are also used in Raman spectroscopy, to suppress the Rayleigh line while freely transmitting the Stokes region [Carraba et al., 1990; Rich & Cook, 1991].
A hologram can be used to transform an optical wavefront in the same manner as a lens. In addition, computer-generated holograms (see Chapter 10) can produce a wavefront having any arbitrary shape. As a result, holographic optical elements (HOEs) can perform unique functions and have been used in several specialized applications.

A major advantage of HOEs over conventional optical elements is that their function is independent of substrate geometry. In addition, since they can be produced on thin substrates, they are quite light, even for large apertures. Another advantage is that several holograms can be recorded in the same layer, so that spatially overlapping elements are possible. Finally, HOEs provide the possibility of correcting system aberrations in a single element, so that separate corrector elements are not required.

The recording material for a HOE must have high resolution, good stability, high diffraction efficiency and low scattering. Photoresists and dichromated gelatin are, at present, the most widely used materials. Photopolymers are an attractive alternative.

12.4.1 Head-up displays

One of the most successful applications of HOEs has been in head-up displays for high-performance aircraft, where, as shown in fig. 12.5, a HOE, used as a combiner, projects an image of the instruments at infinity, along the pilot’s normal line of vision.
Holographic optical elements are lighter and can be fitted into the limited space available. In addition, a holographic combiner can be made with a high reflectance over a narrow band of wavelengths, and high transmittance at all other wavelengths [McCauley, Simpson & Murbach, 1973]. A design procedure for a curved combiner for a wide-field display has been described by Fisher [1989].

12.4.2 Beam shaping

Holographic optical elements are now used widely with laser diodes to correct the divergence and astigmatism of the beam [Hatakoshi & Goto, 1985]. Because of the difference in the recording and readout wavelengths, it is necessary to record the hologram with an aberrated wavefront [Amitai, Friesem & Weiss, 1990].

Two HOEs can also be used to generate a uniform circular or rectangular beam [Han, Ishii & Murata, 1983]. Another interesting application has been to generate beams with an amplitude profile described by a Bessel function [Vasara, Turunen & Friberg, 1989]. Such a beam has the property that its...
intensity profile does not change as it propagates, making it very useful for precision alignment. Yet another application has been in optical heads for compact-disc players [Lee, 1989]. Typically, the HOE produces three focused spots on the disc surface. The center spot is used to focus the beam and read out information, and the two outer spots provide a tracking error signal.

12.5 Interconnection networks

Integrated circuits in a computer are traditionally connected by metallic wires. Optical interconnections using holographic optical elements [Goodman et al. 1984] minimize propagation delays; in addition, they reduce space requirements, since several signals can propagate through the same network without mutual interference.

Holographic optical elements for interconnections must have high diffraction efficiency and SNR and should be capable of space-variant imaging, so that each source in an array can have a different interconnection pattern. New possibilities have been opened up by the development of laser-beam writing systems which can be used to fabricate highly efficient fanout elements [Prongué et al., 1992].

Two-dimensional interconnection networks, such as perfect-shuffle networks, which require the spatial permutation of a $P \times Q$ array of light beams have potential applications in operations such as a matrix transpose or a fast Fourier transform. A space-variant optical interconnection system can be fabricated, as shown in fig. 12.6, with a pair of HOEs, each consisting of an array of holograms [Robertson et al., 1991]. The input signals from an array of optical switches are redirected by the elements of $H_1$ to produce the required spatial permutation at the elements of $H_2$ which focuses them on an array of detectors.

However, such a system is not space-efficient and is sensitive to variations in the wavelength of the source. These problems are overcome in the compact implementation shown in fig. 12.7 [Song et al., 1993], in which a single computer-generated HOE in a planar optical configuration is used to redirect light from an array of laser sources to an array of detectors.

12.6 Holographic memories

The maximum useful storage density with conventional techniques is set by the fact that dust or scratches can result in total loss of significant parts of the information. With holograms, surface damage only results in a drop in the overall signal-to-noise ratio, making much higher storage densities possible.
This led, even quite early, to the development of page-organized holographic memories, such as the one shown schematically in Fig. 12.8, in which two acousto-optic modulators were used to deflect a laser beam to address any one of an array of holograms. The information stored in the hologram was then read out by a detector array in the image plane.

Since there is not much scope for reducing the cycle time of holographic memories, subsequent work has been mainly directed towards increasing their capacity. One approach has been to use the fact that several holograms can be recorded in the same thick recording medium and read out separately [D’Auria et al., 1974; Sincerbox, 1996].
Another advantage of holographic information storage is the possibility of associative retrieval. Illumination of the memory plane with a search code produces an image in the detector plane for those holograms which contain a record of a logical match for the search code. This information can then be used to steer the reference beam to each of these holograms, in turn, to read out the data stored in it.

### 12.7 Holographic neural networks

Holographic neural networks are attractive because they offer large storage capacity as well as parallel access and processing capabilities during both the learning and reading phases [Psaltis, Brady & Wagner, 1988].

In a holographic neural network, neurons are represented by the pixels on a spatial light modulator. The brightness of a pixel corresponds to the activation level of the neuron. If a pair of pixels are illuminated with a coherent beam, a volume hologram can be formed in a suitable recording material. If, subsequently, one of the original two beams is used to address the hologram, the other beam is reconstructed with an efficiency that represents the weight between these neurons. With a photorefractive recording material, a process of learning can be implemented by increasing, or decreasing, the weights selectively.

### References


Problems

12.1. We need a holographic narrow-band notch filter to reject the light from a pulsed ruby laser (λ = 694 nm). This filter is to be produced in a dichromated
gelatin layer using a collimated beam from an Ar\textsuperscript{+} laser (\(\lambda = 488\) nm). What is the angle at which the beam should be incident on the filter blank?

The filter is produced by reflecting the incident laser beam off a mirror contacted to the back surface of the filter blank. To reject a wavelength of 694 nm at normal incidence, the spacing of the fringe planes produced by the two interfering beams in the dichromated gelatin layer (\(n = 1.48\)) must be

\[
\Lambda = \frac{694}{2 \times 1.48} = 234.5 \text{ nm.} \quad (12.3)
\]

From (12.2), the angle of incidence of the beam from the Ar\textsuperscript{+} laser, within the dichromated gelatin layer, is given by the relation,

\[
\cos \theta_n = \frac{488}{2 \times 1.48 \times 234.5} = 0.703, \quad (12.4)
\]

so that \(\theta_n \approx 45.3^\circ\).

Since \(\theta_n\) is greater than the critical angle (42.5\(^\circ\)), the filter blank cannot be illuminated directly with the laser beam. Instead, the gelatin layer must be contacted to a prism (in this case, a 45\(^\circ\) prism could be used) with an index-matching fluid during recording. If the material of the prism has the same refractive index (1.48) as the gelatin layer, the angle of incidence of the laser beam on the other face of the prism should be

\[
\theta = 1.48 \left(45.3^\circ - 45^\circ\right) = 0.44^\circ. \quad (12.5)
\]

Because the incident beam is totally reflected at the back surface of the blank, there is no need to contact a mirror to it.
Holographic interferometry

Holography makes it possible to store a wavefront and reconstruct it at a later time. As a result, interferometric techniques can be used to compare two wavefronts which were originally separated in time or space, or even wavefronts of different wavelengths. In addition, since a hologram reconstructs the shape of an object with a rough surface faithfully, down to its smallest details, large scale changes in the shape of almost any object can be measured with interferometric precision [Brooks, Heflinger & Wuerker, 1965; Burch, 1965; Collier, Doherty & Pennington, 1965; Haines & Hildebrand, 1965; Stetson & Powell, 1965]. Holographic interferometry is now used extensively in nondestructive testing, aerodynamics, heat transfer and plasma diagnostics [Vest, 1979; Rastogi, 1994] as well as in studies of the behavior of anatomical structures and prostheses under stress [Greguss, 1975; von Bally, 1979; Podbielska, 1991, 1992].

13.1 Real-time interferometry

Equations (1.6)–(1.9) show that if a hologram is replaced in its original position in the same optical system used to record it, and illuminated with the original reference wave, it reconstructs the original object wave. If, then, the shape of the object changes slightly, the directly transmitted object wave will interfere with the reconstructed object wave to produce, as shown in fig. 13.1, a fringe pattern that maps the changes in the shape of the object.

If the changes in the shape of the object are small, only the phase of the object wave is modified, and the complex amplitude of the wave from the deformed object can be written as

\[ o'(x, y) = o(x, y) \exp[-i\Delta \phi(x, y)] \]  

(13.1)

where \( o(x, y) \) is the complex amplitude of the original object wave, and \( \Delta \phi(x, y) \) is the phase change at a point \((x, y)\) arising from the deformation. It then
follows from (1.9) that the complex amplitude of the directly transmitted object wave, which only involves the first term on the right-hand side of (1.8), is

$$u_1(x, y) = (t_0 + \beta T^2) \sigma'(x, y).$$

(13.2)

Similarly, from (1.9), the complex amplitude of the reconstructed object wave is

$$u_2(x, y) = \beta T^2 \sigma(x, y).$$

(13.3)

The intensity in the interference pattern produced by these two waves is, therefore,

$$I(x, y) = |u_1(x, y) + u_2(x, y)|^2$$

$$= |\sigma(x, y)|^2 \left[ \beta^2 T^2 \sigma^2 + (t_0 + \beta T^2)^2 \right]$$

$$+ 2\beta T^2(t_0 + \beta T^2) \cos \Delta \phi(x, y).$$

(13.4)

Since $\beta$ is negative, dark fringes are seen when $\Delta \phi(x, y) = 2m\pi$, where $m$ is an integer.

Interference fringes obtained by this technique can be used to study changes in the shape of the object in real time. The problem of replacing the hologram in its original position can be eliminated by in situ processing of the hologram plate in a liquid gate with a monobath [Hariharan & Ramprasad, 1973], as
shown in Fig. 13.2, or by using a photothermoplastic or a photorefractive crystal as the recording material.

A problem in real-time holographic interferometry is that the light scattered by the object is largely depolarized. The resulting drop in the visibility of the fringes can be avoided by using a polarizer when viewing the fringes.

### 13.2 Double-exposure interferometry

It is also possible to record two holograms on the same photographic plate; one of the object in its original state, and the other of the deformed object. The resultant complex amplitude, due to the superposition of the two reconstructed images is then, apart from a constant of proportionality,

\[
u(x, y) = o(x, y) + o'(x, y) = o(x, y)\{1 + \exp[-i\Delta\phi (x, y)]\}, \tag{13.5}\]

and the intensity in the image is

\[
I(x, y) = |o(x, y)|^2[1 + \cos \Delta\phi(x, y)]. \tag{13.6}\]

In this case, bright fringes are seen when \(\Delta\phi(x, y) = 2m\pi\).

---

**Fig. 13.2.** System for real-time holographic interferometry. The hologram is processed in situ and the interference fringes are viewed through a closed-circuit television system.
Double-exposure holographic interferometry has the advantage that repositioning of the hologram is not critical, since the two interfering waves are always reconstructed in exact register. In addition, the visibility of the fringes is good, since the two waves have the same polarization and the same amplitude.

A common problem in double-exposure holographic interferometry with a cw laser is unwanted movements of the object between the two exposures. Some types of object motion can be eliminated by reflecting the reference beam from a mirror attached to the object [Mottier, 1969]. Alternatively, the hologram plate can be attached to the object, and a doubly exposed reflection hologram can be recorded with the object illuminated through the hologram plate [Boone, 1975].

A disadvantage of double-exposure holographic interferometry is that information on intermediate states of the object is not available. In addition, control of the fringes, to compensate for rigid body motion and avoid ambiguities in interpretation, is not possible.

The first problem can be overcome by making a series of exposures at successive stages of loading, using a set of masks with apertures that overlap in a predetermined order [Hariharan & Hegedus, 1973]. The reconstructed images then yield interference patterns corresponding to any two stages of loading. An elegant solution to both these problems is the sandwich hologram.

### 13.3 Sandwich holograms

In this technique [Abramson, 1974, 1975; Abramson & Bjelkhagen, 1979], as shown in fig. 13.3, pairs of holographic plates (without any antihalation backing) are exposed in the same plate holder, with their emulsion-coated surfaces facing the object. \( B_1, F_1 \) are exposed with the unstressed object, while \( B_2, F_2 \) and \( B_3, F_3, \ldots \) are exposed at successive stages of loading of the object. After the plates are processed, if \( B_1 \) is combined with \( F_2, F_3, \ldots \), in the original plate holder and illuminated with the original reference beam, it is possible to study the total deformation at any stage, while combinations such as \( B_2 F_3, B_3 F_4, \ldots \) show the incremental deformations.

In addition, as shown in fig. 13.4, ambiguities can be resolved by tilting the sandwich; this results in a change in the interference pattern exactly equivalent to tilting the object between the two exposures.

### 13.4 Industrial measurements

Holographic interferometry normally requires an extremely stable environment. However, various techniques have been developed which make it possible to use holographic interferometry in an industrial environment.
In some situations, holographic interferometry can be carried out with a cw source by reflecting the reference wave from a mirror attached to the object [Mottier, 1969]. However, the most common method is to use a double-pulsed laser. Double-exposure holographic interferometry can then be used to study transient phenomena, such as deformations due to impact loading [Gates, Hall & Ross, 1972; Armstrong & Forman, 1977]. An electrical, optical or acoustic signal is used to trigger the first pulse just before the instant of impact, with the second pulse following after a predetermined delay. Sandwich holography can be used to eliminate unwanted rigid body displacements [Bjelkhagen, 1977; Abramson & Bjelkhagen, 1978].

Fig. 13.3. Steps involved in sandwich hologram interferometry [Abramson, 1975].
Objects rotating at extremely high speeds (see fig. 13.5), can also be studied with the aid of an optical derotator [Stetson, 1978], consisting of an inverting prism that rotates at half the speed of the object.

Holographic interferometry has practical advantages even in applications such as flow visualization and heat transfer studies, where conventional interferometry has been used for many years. In the first instance, mirrors and windows of relatively low optical quality can be used, since the phase errors due to the optics contribute equally to both interfering wavefronts and, therefore, cancel out. However, the most significant advantage is that a diffusing screen can be used to obtain an interference pattern that is localized near the phase object and can be viewed over a range of angles. This makes it possible to study three-dimensional refractive index distributions [Sweeney & Vest, 1973].

Holographic interferometry has also been found useful in plasma diagnostics. Since a plasma is highly dispersive, measurements of the refractive index distribution at two wavelengths can be used to determine the electron density directly. One way to do this is to record two holograms simultaneously, on the same plate, with light from a ruby laser that has passed through a frequency doubler to produce two collinear beams with wavelengths of 694 nm and 347 nm. It is then possible to make the second-order image reconstructed by one hologram interfere with the first-order image reconstructed by the other. The interference fringes formed are contours of constant dispersion and, hence, of constant electron density [Ostrovskaya & Ostrovskii, 1971].
13.6 Surface displacements

With an object having a rough surface, the phase varies in a random manner across the object wavefront. As a result, only waves from corresponding points on the object wavefront and the reconstructed wavefront contribute effectively to the interference pattern, and the intensity at any point in it is determined by the phase difference between the waves from these two points.

To evaluate this phase difference, we consider a point P on the surface which, as shown in fig. 13.6, has undergone a vector displacement \( \mathbf{L} \) to \( P' \).

If the displacement of P is small compared to the distances to the source S and the point of observation O, the phase difference introduced is

\[
\Delta \phi = \mathbf{L} \cdot (\mathbf{k}_1 - \mathbf{k}_2) = \mathbf{L} \cdot \mathbf{K},
\]

where \( \mathbf{k}_1 \) and \( \mathbf{k}_2 \) are the propagation vectors of the incident and scattered beams, and \( \mathbf{K} = \mathbf{k}_1 - \mathbf{k}_2 \) is known as the sensitivity vector [Aleksandrov & Bonch-Bruevich, 1967; Ennos, 1968; Sollid, 1969].
13.7 The holodiagram

The holodiagram is a useful aid to interpretation of the interference fringes [Abramson, 1969]. For the basic hologram recording system shown in fig. 13.7, the holodiagram consists, as shown in fig. 13.8, of a set of ellipses whose foci, O and O’, correspond, respectively, to the beam splitter and the viewing point on the photographic plate.

For any object point P, the ellipse on which it lies is the locus of P for which the distance OPO’ has a constant value. A displacement of P from one ellipse to the next corresponds to a change in this distance of one wavelength and a shift of one fringe in the interference pattern. The required displacement of P is obviously a minimum when its motion is along the normal to the ellipse, which corresponds to the sensitivity vector K.

The circles drawn through O and O’ are curves of constant K. They correspond to the specified values of the parameter \( q = \frac{1}{\cos \psi} \), where the angle OPO’ = 2\( \psi \). These curves can be used to optimize a hologram recording system for measurements of a particular type of surface displacement.

13.8 Fringe localization

With an object having a rough surface, the visibility of the interference fringes is a maximum for a particular position of the plane of observation, known as the plane of localization.

As mentioned earlier, because of the random phase variations across the object wavefront, only waves from corresponding points on the two interfering wavefronts contribute effectively to the interference fringes. For a given viewing
direction, the phase difference $\Delta \phi$ between the waves from two such points, P and P' (see fig. 13.6), is defined by (13.7). In general, this phase difference will vary over the range of viewing directions defined by the aperture of the viewing lens, resulting in a loss of contrast of the fringes. However, it is possible to find a plane in which the value of $\Delta \phi$ is very nearly constant over this range of viewing directions; this is the plane of localization of the fringes [Walles, 1969].

The position of the plane of localization depends on the type of displacement. Two cases are of particular interest. One is pure translation of the object, which produces fringes localized at infinity; the other is rotation of the object about an axis contained in its surface, which results in fringes localized at the surface [Molin & Stetson, 1970a,b].

### 13.9 Strain analysis

Inspection of the fringe pattern is quite useful to detect localized defects or areas of stress concentration. However, quantitative stress analysis requires measurements of the local strains.

If, at any point on the stressed object, $L_x$, $L_y$, and $L_z$ denote the $x$, $y$, and $z$
components, respectively, of the surface displacement, the three components of the normal strain at this point are defined by the relations

$$
e_x = \frac{\partial L_x}{\partial x}, \quad (13.8)$$
$$
e_y = \frac{\partial L_y}{\partial y}, \quad (13.9)$$
$$
e_z = \frac{\partial L_z}{\partial z}, \quad (13.10)$$

and the three shear strains are

$$
\gamma_{xy} = \frac{\partial L_x}{\partial y} + \frac{\partial L_y}{\partial x}, \quad (13.11)
$$
$$
\gamma_{yz} = \frac{\partial L_y}{\partial z} + \frac{\partial L_z}{\partial y}, \quad (13.12)
$$
$$
\gamma_{zx} = \frac{\partial L_z}{\partial x} + \frac{\partial L_x}{\partial z}. \quad (13.13)
$$

Several methods of analysis have been proposed to evaluate the surface displacements and, hence, the strains [Briers, 1976].

Early workers tended to favor methods using observations of fringe localization, since, in some cases, they permit direct measurements of the strain [Dubas
& Schumann, 1975]. However, their accuracy is limited, and interpretation of the fringes is sometimes difficult.

The fringe vector method [Stetson, 1974, 1979] uses the fact that any combination of homogeneous deformation and rotation of an object yields fringes that appear to be produced by the intersection of the object surface with a number of equally spaced surfaces which are contours of constant phase difference. The fringe vector runs perpendicular to these surfaces, and its magnitude is inversely proportional to their separation.

To apply this method, the fringe vectors corresponding to three different directions of viewing are determined. The gradients of the displacements along the $x$, $y$, and $z$ axes can then be evaluated directly from the resolved components of the fringe vectors and the sensitivity vectors along these axes [Pryputniewicz, 1978].

Another way to calculate the strains is to evaluate the surface displacements, with reference to some point in the field which is assumed to be stationary, and to differentiate these values. While it is possible to use three observations of the fringe order made from three directions, a better method is to use a single direction of observation and three different directions of object illumination [Hung et al., 1973]. The measured phase differences $\Delta \phi_1$, $\Delta \phi_2$, and $\Delta \phi_3$ are then linked to $L_x$, $L_y$, and $L_z$, the three orthogonal components of the displacement by the matrix relation

$$\begin{bmatrix} K_{x1} & K_{y1} & K_{z1} \\ K_{x2} & K_{y2} & K_{z2} \\ K_{x3} & K_{y3} & K_{z3} \end{bmatrix} \begin{bmatrix} L_x \\ L_y \\ L_z \end{bmatrix} = \begin{bmatrix} \Delta \phi_1 \\ \Delta \phi_2 \\ \Delta \phi_3 \end{bmatrix},$$  \hspace{1cm} (13.14)

where $K_1$, $K_2$, and $K_3$ are the values of the sensitivity vector for the three directions of illumination.

Data reduction can be simplified by illuminating the object from four different directions making equal angles with the viewing direction, two in the vertical plane and two in the horizontal plane [Goldberg, 1975].
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**Problems**

13.1. A hologram is recorded of a flat circular diaphragm clamped by its edge over an opening in a pressure vessel and illuminated at 45° with a beam from a He–Ne laser (\(\lambda = 633\) nm). The hologram is processed in situ and the diaphragm is viewed, along the normal to its surface, through the hologram. When the pressure in the vessel is increased slightly, three dark circular fringes are seen surrounding a dark spot at the center of the reconstructed image of the diaphragm. What is the deflection of the center of the diaphragm?

Since the edge of the diaphragm is fixed, and we have four fringes from the edge to the center, the phase difference at the center of the interference pattern produced by the change in pressure is

\[
\Delta \phi = 4 \times 2 \pi = 25.13 \text{ radians.} \quad (13.15)
\]
We also know that the displacement of the center of the diaphragm must be along the normal to its surface. Accordingly, it follows from fig. 13.6 and (13.7) that the magnitude of the sensitivity vector is

\[
K = \frac{(2\pi/\lambda)(1 + \cos 45^\circ)}{633 \times 10^{-9}}
\]

\[
= 16.94 \times 10^6 \text{ m}^{-1}.
\]  

The displacement of the center of the diaphragm is, therefore,

\[
L(0,0) = \Delta \phi / K
\]

\[
= \frac{25.13}{16.94 \times 10^6} \text{ m}
\]

\[
= 1.48 \mu\text{m}.
\]  

(13.16)
14
Advanced techniques

14.1 Moiré interferometry
In this technique, images of a master object and a similar test object are superimposed by means of a suitable optical system, and a hologram is recorded of the resultant wave field. This hologram is processed and replaced in its original position in the recording system.

If both the objects are stressed, the intensity at any point in the image is

\[ I = I_0 \left[ 1 - \cos \left( \frac{\phi_1 - \phi_2}{2} \right) \cos \left( \frac{\phi_1 + \phi_2}{2} \right) \right] \]

(14.1)

where \( \phi_1 = K \cdot L_1 \), \( \phi_2 = K \cdot L_2 \), \( K \) is the sensitivity vector, and \( L_1 \) and \( L_2 \) are the vector displacements of the corresponding points on the two objects.

An observer sees moiré fringes generated by the term \( \cos \left( \frac{\phi_1 - \phi_2}{2} \right) \) which contour the differences in the displacements of the two objects [Der, Holloway & Fourney, 1973].

14.2 Vibrating surfaces
Holographic interferometry can be used to map the amplitude of vibration of an object with a diffusely reflecting surface.

14.2.1 Stroboscopic interferometry
In this technique [Archbold & Ennos, 1968], a hologram of the vibrating object is recorded using a sequence of light pulses that are triggered at times \( \Delta t_1 \) and \( \Delta t_2 \) after the start of each vibration cycle. If the displacement of a point \( (x, y) \) on the object at time \( t \) is given by the relation

\[ L(x, y, t) = L(x, y) \sin \omega t, \]

(14.2)
the intensity in the reconstructed image is

\[ I(x, y) = I_0(x, y) \{1 + \cos [\mathbf{K} \cdot \mathbf{L}(x, y) (\sin \omega \Delta t_1 - \sin \omega \Delta t_2)]\}, \quad (14.3) \]

where \( \mathbf{K} \) is the sensitivity vector, and \( I_0(x, y) \) is the intensity in the image when the object is at rest.

The hologram is equivalent to a double-exposure hologram recorded with the object in these two states of deformation.

### 14.2.2 Time-average interferometry

In this technique, a hologram is recorded of the vibrating surface with an exposure time that is long compared to the period of vibration [Powell & Stetson, 1965]. The amount by which the phase of the light from any point on the object is shifted is then a function of time and can be written as

\[ \Delta \phi(x, y, t) = \mathbf{K} \cdot \mathbf{L}(x, y) \sin \omega t. \quad (14.4) \]

The complex amplitude of the scattered light wave from the vibrating object is, therefore,

\[ o(x, y, t) = |o(x, y)| \exp \{-i[\phi(x, y) + \mathbf{K} \cdot \mathbf{L}(x, y) \sin \omega t]\}. \quad (14.5) \]

If the holographic recording process is linear, the complex amplitude \( u(x, y) \) of the wave reconstructed by the hologram will be proportional to the time-average of \( o(x, y, t) \) over the exposure interval \( T \), so that we can write

\[
\begin{align*}
    u(x, y) &= \frac{1}{T} \int_0^T |o(x, y)| \exp \{-i[\phi(x, y) + \mathbf{K} \cdot \mathbf{L}(x, y) \sin \omega t]\} \, dt, \\
    &= |o(x, y)| \exp \{-i\phi(x, y)\} \frac{1}{T} \int_0^T \exp \{-i\mathbf{K} \cdot \mathbf{L}(x, y) \sin \omega t\} \, dt, \\
    &= o(x, y) M_f(x, y),
\end{align*}
\]

where \( M_f(x, y) \) is known as the characteristic function. If the exposure time is long compared to the period of the vibration \( (T \gg 2\pi/\omega) \), we have

\[
M_f(x, y) = \lim_{T \to \infty} \frac{1}{T} \int_0^T \exp \{-i\mathbf{K} \cdot \mathbf{L}(x, y) \sin \omega t\} \, dt,
\]

\[ = J_0[\mathbf{K} \cdot \mathbf{L}(x, y)], \quad (14.7) \]

where \( J_0 \) is the zero-order Bessel function of the first kind. The intensity in the reconstructed image is then

\[
\begin{align*}
    I(x, y) &= |o(x, y) M_f(x, y)|^2 \\
    &= I_0(x, y) J_0^2[\mathbf{K} \cdot \mathbf{L}(x, y)]. \quad (14.8)
\end{align*}
\]
The function $|M_T|^2$ is plotted against the parameter $\Omega = K \cdot L$ in fig. 14.1(a). If the vibration amplitude varies over the object, (14.8) gives rise to fringes (contours of equal vibration amplitude) covering the reconstructed image. The dark fringes, at which the intensity drops to zero, correspond to the zeros of the function $J_0(\Omega)$, and the bright fringes to its maxima. The first maximum, which corresponds to the nodes, is the brightest, while the intensities of successive maxima, occurring at larger vibration amplitudes, fall off progressively.

A series of time-averaged interferograms obtained with an acoustic guitar, showing the resonant modes of its sound board, is presented in fig. 14.2.

Time-averaged fringes can also be observed using real-time holographic interferometry [Stetson & Powell, 1965]. In this case, the characteristic function is

$$|M_T|^2 = 1 - J_0[K \cdot L(x, y)].$$ (14.9)

The function defined by (14.9) is shown in fig. 14.1(b), while fig. 14.3 shows typical fringe patterns obtained with the same object using the time-average and real-time techniques [Biedermann & Molin, 1970]. As can be seen, only half the number of fringes are seen with the real-time technique, and their contrast is much lower.

Real-time observations are most useful when searching for resonant modes,
14.2 Vibrating surfaces

Fig. 14.2. Time-average holographic interferograms of the resonant modes of the soundboard of a guitar at frequencies of (a) 195, (b) 292, (c) 385, (d) 537, (e) 709 and (f) 905 Hz.
after which a time-average hologram can be made for detailed measurements of the vibration amplitude. Typical applications of time-average holographic interferometry have been in studies of musical instruments [Ägren & Stetson, 1972], loudspeakers [Chomat & Miler, 1973], turbine blades, and aircraft structures [Bjelkhagen, 1974].

14.3 Contouring

Holographic interferometry can produce an image of a three-dimensional object overlaid with contours of constant elevation.

14.3.1 Two-wavelength contouring

In this technique [Haines & Hildebrand, 1965; Zelenka & Varner, 1968], a telecentric system is used, as shown in fig. 14.4, to image the object on the
hologram. A collimated beam is used to illuminate the object, and another collimated beam making an equal but opposite angle with the axis of the optical system is used as the reference beam. Two exposures are made with light of two different wavelengths, \( \lambda_1 \) and \( \lambda_2 \). After processing, the hologram is replaced in its original position and illuminated with one of the wavelengths, say \( \lambda_2 \).

Interference fringes are seen due to the axial displacement of one image with respect to the other, which, from (2.3), is

\[
\Delta z = \frac{z(\lambda_1 - \lambda_2)}{\lambda_1}. \tag{14.10}
\]

Successive fringes correspond to increments of \( \Delta z \) of \( \lambda_2 / 2 \), or, when \( \lambda_1 \) and \( \lambda_2 \) are not very different, to increments of \( z \) given by the relation

\[
\delta z = (\bar{\lambda})^2 / 2\Delta\lambda. \tag{14.11}
\]

A fairly wide range of contour intervals can be obtained with pairs of lines from an Ar\(^+\) laser. With a dye laser, the contour interval can be varied continuously.

### 14.3.2 Two-index contouring

In this technique [Tsuruta et al., 1967], the object is placed, as shown in fig. 14.5, in a cell with a plane glass window and viewed through a telecentric system. A beam splitter is used to illuminate the object with a collimated beam along the axis of the optical system. The hologram plate is located near the stop of the telecentric system.

Two holograms are recorded on the same plate with the cell filled with fluids having refractive indices \( n_1 \) and \( n_2 \), respectively. When the hologram is replaced
in the same position and illuminated once again by the same reference beam, one of the images is longitudinally displaced with respect to the other by an amount

$$\Delta z = (n_1 - n_2)z,$$  (14.12)

giving rise to fringes corresponding to increments of $z$ given by the relation

$$\delta z = \lambda / 2 |n_1 - n_2|.$$  (14.13)

The contouring interval can be varied from about 1 $\mu$m to 300 $\mu$m by using air and a liquid, or two liquids.

Typical contours obtained by both these methods using the same object are presented in fig. 14.6.

### 14.3.3 Changing the angle of illumination

A simple method of contouring is to make a double-exposure hologram with the object illuminated from two slightly different directions. With a point source, a small lateral displacement of the source between the two exposures produces contouring surfaces consisting of a set of hyperboloids of revolution, with the two positions of the source as their foci. Plane contouring surfaces can be obtained with collimated illumination.

To obtain contouring surfaces normal to the line of sight, the beam
illuminating the object must also be normal to the line of sight. A convenient alternative is to use a sandwich hologram [Abramson, 1976]; the orientation of the contouring surfaces can then be controlled by tilting the sandwich.
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Fig. 14.6. Depth contours obtained by (a) the two-wavelength method (contour interval 9.25 μm); (b) the two-index method (contour interval 11.8 μm) [Zelenka & Varner, 1969].
Problems

14.1. If the time-average holograms of the guitar in fig. 14.2 had been recorded with the same optical system as that described for Problem 13.1, what would be the vibration amplitudes of the soundboard in the resonant modes at 195 and 292 Hz?

In these two modes, we have 7 dark fringes and 6 dark fringes, respectively, from the edge of the soundboard to the point vibrating with the largest amplitude. Since the edge is at rest, the amplitudes of vibration at these points correspond (see Section 14.2.2) to the sixth and seventh zeros of the function $J_0(\Omega)$, where $\Omega(x, y) = K \cdot L(x, y)$. Accordingly, we have

\[
\begin{align*}
\Omega_{195} &= 21.21, \\
\Omega_{195} &= 18.07.
\end{align*}
\]

The corresponding values of the vibration amplitude are, therefore

\[
\begin{align*}
L_{195} &= \frac{21.21}{16.94 \times 10^6} \text{ m} \\
&= 1.25 \mu\text{m}, \\
L_{292} &= \frac{18.07}{16.94 \times 10^6} \text{ m} \\
&= 1.07 \mu\text{m}.
\end{align*}
\]

Note that, for the mode at 292 Hz, a section of the soundboard between the two peaks is at rest; the displacements of the two peaks are therefore in opposite senses.

14.2. With the two-wavelength technique, what would be the contour interval obtained with the two spectral lines from an Ar$^+$ laser at $\lambda = 514$ nm and 488 nm?

From (14.11), the contour interval would be

\[
\begin{align*}
\delta z &\approx \frac{(0.501)^2}{2 \times 0.026} \mu\text{m} \\
&\approx 4.8 \mu\text{m}.
\end{align*}
\]
15
Electronic techniques

Because the intensity in two-beam interference fringes varies sinusoidally with the phase difference, it is difficult to locate the fringe maxima or minima, in a photograph of the interference pattern, to better than a tenth of the fringe spacing. In addition, when the number of fringes is small and they are unequally spaced, errors are introduced by the need for nonlinear interpolation to determine the fractional fringe order at any point.

15.1 Computer-aided evaluation

One way to obtain higher accuracy is by using a CCD camera interfaced with a computer to sample and store the values of the intensity in the interference pattern at an array of points. These values can then be digitized and processed, using a number of techniques, to obtain the fractional fringe order at these points [Robinson & Reid, 1993]. Preprocessing is usually necessary to reduce speckle noise as well as to correct for local variations in image brightness.

15.1.1 Fourier-transform techniques

An additional tilt introduced in one of the beams (say, along the x direction) generates background fringes corresponding to a spatial carrier frequency. These fringes are modulated by the additional phase difference between the beams due to the changes in the object [Takeda, Ina & Kobayashi, 1982]. If the spatial carrier frequency is sufficiently high, the Fourier transform of the intensity distribution in the interference pattern can be processed to obtain the phase difference.

The Fourier-transform technique is most useful in studies of phase objects, where the sensitivity vector does not vary over the field and it is possible to
produce straight, equally spaced carrier fringes [Bone, Bachor & Sandeman, 1986].

15.1.2 Phase unwrapping

Since the values of the phase difference obtained at any point are known only to modulo $2\pi$, it is necessary to determine the number of $2\pi$ steps to be added to these raw values. This process is known as phase unwrapping.

Phase unwrapping requires a knowledge of the sign as well as the magnitude of the raw phase. It is then possible, by choosing a starting point at which the phase difference is known to be zero, and checking the values of the raw phase at adjacent pixels along a line, to decide whether to add or subtract $2\pi$ when crossing successive fringes. This procedure is extended to two dimensions by using pixels along the first line as new starting points [Bone, 1991].

15.2 Heterodyne interferometry

Very accurate measurements of the phase difference at any point can be made by heterodyne holographic interferometry.

In this technique [Dändliker, 1980], two holograms are recorded of the object, at successive stages of loading, using the optical system shown in fig. 15.1. The two holograms are recorded on the same plate, with different reference beams having the same frequency as the object beam, but with an angular separation.

At the reconstruction stage, a small frequency difference is introduced between the two reference beams illuminating the hologram by means of a rotating grating or two acousto-optic modulators operated at slightly different frequencies. When the two reconstructed waves are superposed at a photodetector, the output is given by the relation

$$I(x, y, t) = |a_1(x, y)|^2 + |a_2(x, y)|^2 + 2|a_1(x, y)||a_2(x, y)| \cos[2\pi (\nu_1 - \nu_2)t - \Delta \phi(x, y)],$$

where $\nu_1$ and $\nu_2$ are the frequencies of the two beams illuminating the hologram, $a_1(x, y)$ and $a_2(x, y)$ are the amplitudes of the reconstructed waves and $\Delta \phi(x, y) = \phi_1(x, y) - \phi_2(x, y)$, where $\phi_1(x, y)$ and $\phi_2(x, y)$ are the phases of the reconstructed waves. The output from the photodetector is modulated at the beat frequency $\nu_1 - \nu_2$, and the phase $\Delta \phi(x, y)$ of the modulation corresponds to the phase difference between the reconstructed waves. This phase can be measured electronically by comparison with a reference signal from a second
fixed detector, as the first detector is moved in steps across the interference field.

This technique can measure phase differences with a high degree of accuracy (better than $2\pi/500$), but, since it involves point-by-point measurements, it is slow and requires a very stable environment.

15.3 Phase-shifting interferometry

Phase-shifting holographic interferometry permits accurate measurements on real-time fringes at a very large number of points in a very short time [Hariharan, Oreb & Brown, 1982].

In this technique, as shown in Fig. 15.2, an image of the real-time fringes is formed on a CCD array. During a single scan of the array, the values of the intensity at each of the pixels are read out, digitized and stored in the memory of a computer. Between successive scans of the array, the phase of the reference beam is shifted, relative to that of the object beam, by means of a mirror mounted on a piezoelectric translator (PZT) to which appropriate voltages are applied by an amplifier controlled, through a digital-to-analog converter, by the computer.

At least three sets of intensity data are required to evaluate the phase distribution in the interference pattern, but the most common algorithm for phase
calculations [Creath, 1988] uses four frames with phase shifts of 0°, 90°, 180° and 270°. The intensity values at any point can then be written as

\begin{align}
I_0 &= I_{\text{Av}}[1 + V \cos \phi], \\
I_{90} &= I_{\text{Av}}[1 - V \sin \phi], \\
I_{180} &= I_{\text{Av}}[1 - V \cos \phi], \\
I_{270} &= I_{\text{Av}}[1 + V \sin \phi],
\end{align}

(15.2) (15.3) (15.4) (15.5)

Fig. 15.2. System for phase-shifting holographic interferometry [Hariharan, Oreb & Brown, 1982].
where $I_A$ is the average intensity, $V$ is the visibility of the fringes and $\phi$ is the original phase difference between the beams, and the original phase difference between the beams is given by the relation

$$
\phi = \arctan \left( \frac{I_{270} - I_{90}}{I_0 - I_{180}} \right).
$$

(15.6)

Phase-shifting interferometry does not offer as high precision as heterodyne interferometry but has the advantage that measurements are made simultaneously over the entire array of points, so that the results are less sensitive to environmental effects. Typically, the intensity data for a $512 \times 512$ array of points can be acquired in less than a second and processed to obtain values of the phase difference, with an accuracy of $2\pi / 200$, in a few seconds.

### 15.3.1 Vector displacements

Phase-shifting has been applied to the measurement of vector displacements and strains. The optical system used permits four holograms to be recorded in quick succession on a photothermoplastic material with the object illuminated from two different directions in the horizontal and vertical planes [Hariharan, Oreb & Brown, 1983].

By combining the phase data from the real-time fringes obtained with these four holograms with data on the shape of the object, it is possible to evaluate the in-plane and normal components of the surface displacement at each point. Differentiation of the displacements then gives the strains [Zarrabi, Oreb & Hariharan, 1990].

### 15.3.2 Contouring

Phase-shifting can be used with two-wavelength holography [Wyant, Oreb & Hariharan, 1984], as well as with the two-refractive-index technique [Hariharan & Oreb, 1984], for contouring surfaces. Figure 15.3 shows a contour map and an isometric plot of the wear pattern on a surface obtained with the two-refractive-index technique. The contour interval was 200 $\mu$m, and readings could be repeated to $\pm 1 \mu$m.

### 15.3.3 Vibration analysis

Stroboscopic holographic interferometry yields fringes with a cosinusoidal intensity distribution, so that accurate measurements of the surface displacement can be made by phase-shifting techniques. However, when observing the
real-time fringes, the pulse width has to be reduced to a small fraction of the
period of the vibration, resulting in a serious drop in the brightness of the
image. This problem can be overcome by using stroboscopic illumination to
record a hologram of the vibrating object and making measurements on the
fringes obtained with the stationary object and continuous illumination
[Hariharan & Oreb, 1986].

Figure 15.4(a) is a contour plot of the surface displacements of a square metal plate
vibrating at 231 Hz obtained by phase-shifting holographic interferometry with
stroboscopic illumination, and (b) a three-dimensional plot of the displacements over
the center of the plate [Hariharan & Oreb, 1986].

Fig. 15.3. (a) Contour map and (b) isometric plot of a wear mark on a flat surface
obtained by phase-shifting holographic interferometry using the two-refractive-index
technique [Hariharan & Oreb, 1984].

Fig. 15.4. (a) Contour plot of the surface displacements of a square metal plate
vibrating at 231 Hz, obtained by phase-shifting holographic interferometry with
stroboscopic illumination, and (b) a three-dimensional plot of the displacements over
the center of the plate [Hariharan & Oreb, 1986].
Phase-shifting has also been used for vibration analysis with time-averaged fringes [Nakadate, 1986].

**15.4 Electronic holographic interferometry**

Electronic holographic interferometry can be regarded as having evolved from electronic speckle-pattern interferometry (ESPI) [Butters & Leendertz, 1971; Macovski, Ramsay & Schaefer, 1971; for more details on the development of ESPI, see Jones & Wykes, 1989].

A typical system used for ESPI is shown in fig. 15.5. The object is imaged on the target of a television camera along with a coaxial reference beam. The resulting image hologram has a coarse speckle structure which can be resolved by the television camera. Any change in the shape of the object results in a change in the intensity distribution in the speckles in the corresponding part of the image.

To measure displacements of the object, an image of the object in its original state is stored and subtracted from the signal from the television camera. Regions in which the speckle pattern has not changed, corresponding to the condition

\[
K \cdot L(x, y) = 2m\pi, \tag{15.7}
\]
where $m$ is an integer, then appear dark, while regions where the speckle pattern has changed (see Section 2.5) appear covered with bright speckles.

The application of phase-shifting techniques made possible direct measurements of surface displacements [Creath, 1985; Robinson & Williams, 1986]. Each speckle, as seen by the camera, can be regarded as an individual interference pattern, and the phase difference between the beams at this point can be measured before and after the object is deformed. Even though the initial phase differences in neighboring speckles may be very different, the changes in the phase differences will be the same for the same surface displacement. Accordingly, the result of subtracting the second set of phase values from the first is a contour map of the changes in the shape of the object.

In electronic holographic interferometry, the phase change is calculated directly from two sets of four frames of intensity data acquired with phase increments of $\pi/2$. One set is recorded before, and the other after, the object is stressed. The change in the phase difference at any point can then be obtained from the relation

$$
\Delta \phi = \arctan \left[ \frac{\sin(\phi - \phi')}{\cos(\phi - \phi')} \right]
$$

$$
= \arctan \left[ \frac{\sin \phi \cos \phi' - \cos \phi \sin \phi'}{\cos \phi \cos \phi' + \sin \phi \sin \phi'} \right]
$$

$$
= \arctan \left[ \frac{(I_4 - I_2)(I'_1 - I'_3) - (I_1 - I_3)(I'_4 - I'_2)}{(I_1 - I_3)(I'_1 - I'_3) - (I'_4 - I'_2)(I_4 - I_2)} \right]. \quad (15.8)
$$

A problem with electronic holographic interferometry is that the phase data are noisy, due to the coarse speckle structure of the object beam. The noise can be reduced by averaging several sets of phase data obtained with slightly different directions of illumination, so that the speckle patterns in the images are uncorrelated.

### 15.4.1 Vibration analysis

Values of the vibration amplitude can also be obtained from time-average holograms by phase-shifting [Stetson & Brohinsky, 1988].

Three sets of four intensity measurements are used. The first set of measurements is made with the object vibrating and additional phase shifts of 0, $\pi/2$, $\pi$ and $3\pi/2$ introduced in the reference beam. The second and third sets of measurements are made with a sinusoidal phase modulation introduced in the reference beam at the vibration frequency. The phase of this modulation is
offset from the phase of the vibration by $\pm \pi/3$ in one case and $-\pi/3$ in the other case. The twelve sets of data can then be processed to obtain the vibration amplitude at each point.
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Appendix A
Interference and coherence

A.1 Interference

The time-varying electric field $E$ at any point due to a linearly polarized monochromatic light wave propagating in a vacuum in the $z$ direction can be represented by the relation

$$ E = a \cos[2\pi \nu(t - z/c)], \quad (A.1) $$

where $a$ is the amplitude, $\nu$ the frequency and $c$ the speed of propagation of the light wave. Equation (A.1) can be written in the form

$$ E = \text{Re}\{a \exp[i 2\pi \nu (t - z/c)]\}, $$

$$ = \text{Re}\{a \exp(-i \phi) \exp(i 2\pi \nu t)\}, \quad (A.2) $$

where $\text{Re}\{\ldots\}$ represents the real part of the expression within the braces, $i = (-1)^{1/2}$, and $\phi = 2\pi c z/c = 2\pi z/\lambda$.

If we assume that all operations on $E$ are linear, we can use the complex representation

$$ E = a \exp(-i \phi) \exp(i 2\pi \nu t), $$

$$ = A \exp(i 2\pi \nu t), \quad (A.3) $$

where $A = a \exp(-i \phi)$ is known as the complex amplitude. Multiplication of the complex amplitude by its complex conjugate yields the optical intensity

$$ I = AA^* = |A|^2. \quad (A.4) $$

Since the complex amplitude at any point due to a number of waves of the same frequency is the sum of the complex amplitudes of the individual waves

$$ A = A_1 + A_2 + \cdots, \quad (A.5) $$

the intensity due to the interference of two waves is

$$ I = |A_1 + A_2|^2, $$

$$ = |A_1|^2 + |A_2|^2 + A_1^* A_2 + A_2^* A_1, $$

$$ = I_1 + I_2 + 2(I_1 I_2)^{1/2} \cos(\phi_1 - \phi_2). \quad (A.6) $$
The visibility of the interference fringes is defined as
\[ V = \frac{I_{\text{max}} - I_{\text{min}}}{I_{\text{max}} + I_{\text{min}}} = \frac{2(I_1 I_2)^{1/2}}{I_1 + I_2}. \] (A.7)

Equations (A.6) and (A.7) assume that the electric vectors of the two waves are parallel. If the electric vectors make an angle \( \theta \) with each other, the visibility of the interference fringes is only
\[ V_\theta = V \cos \theta, \] (A.8)
which drops to zero when \( \theta = \pi/2 \).

### A.2 Coherence

We have assumed in the previous section that the light waves are derived from a single point source emitting an infinitely long, monochromatic wave train, in which case we say that the fields due to the two light waves are perfectly coherent. In reality, all wave fields are only partially coherent.

We can represent the time-varying electric field at any point due to a linearly polarized, quasi-monochromatic light wave from a source of finite size by the analytic signal [Born & Wolf, 1999]
\[ V(t) = \int_0^\infty a(\nu) \exp[-i\phi(\nu) \exp(i2\pi\nu)]d\nu, \] (A.9)
where \( a(\nu) \) is the amplitude and \( \phi(\nu) \) is the phase of a component with frequency \( \nu \).

To evaluate the degree of coherence of the fields at two points illuminated by such a source, we consider the optical system shown in fig. A.1. In this arrangement, if \( V'_1(t) \) and \( V'_2(t) \) are the analytic signals corresponding to the electric fields at \( P_1 \) and \( P_2 \), the complex degree of coherence \( \gamma_{12}(\tau) \) of the fields, for a time delay \( \tau \) (the difference in the transit times from \( S \) to \( P_1 \) and \( P_2 \)), is defined as the normalized correlation of \( V'_1(t) \) and \( V'_2(t) \) (see Appendix B)
\[ \gamma_{12}(\tau) = \frac{\langle V'_1(t + \tau)V'_2(t) \rangle}{\langle V'_1(t)V'_2(t) \rangle^{1/2}}, \] (A.10)
The physical significance of (A.10) can be understood if the light waves are allowed to emerge through pinholes at $P_1$ and $P_2$, so that they form an interference pattern on a screen. $P_1$ and $P_2$ can then be considered as two secondary sources, so that, from (A.6), the intensity at $Q$ is

$$I = I_1 + I_2 + (V_1(t + \tau) V_2^*(t) + V_2^*(t) V_1(t)), $$

$$= I_1 + I_2 + 2\text{Re}[V_1(t + \tau) V_2^*(t)],$$

(A.11)

where $I_1$ and $I_2$ are the intensities at $Q$ when $P_1$ and $P_2$ act separately, and $\tau$ is the difference in the transit times for the paths $P_1 Q$ and $P_2 Q$. We can rewrite this relation, from (A.10), as

$$I = I_1 + I_2 + 2(I_1 I_2)^{1/2} \text{Re}[\gamma_{12}(\tau)]$$

$$= I_1 + I_2 + 2(I_1 I_2)^{1/2} |\gamma_{12}(\tau)| \cos \phi_{12}(\tau),$$

(A.12)

where $\phi_{12}(\tau)$ is the phase of $\gamma_{12}(\tau)$.

Interference fringes are produced by the variations in $\cos \phi_{12}(\tau)$ across the screen. If $I_1 = I_2$, the visibility of these fringes is, from (A.7),

$$V = |\gamma_{12}(\tau)|.$$

(A.13)

The coherence of the field produced by any light source can be studied from two aspects.

### A.2.1 Spatial coherence

When the difference in the optical paths from the source to $P_1$ and $P_2$ is negligibly small, so that $\tau \approx 0$, effects due to the spectral bandwidth of the source can be neglected, and we are essentially concerned with what is termed the spatial coherence of the field. A special case of interest is when the dimensions of the source and the separation of $P_1$ and $P_2$ are extremely small compared to the distances between the source and $P_1$ and $P_2$. In this case, the complex degree of coherence is given by the normalized Fourier transform (see Appendix B) of the intensity distribution over the source.

### A.2.2 Temporal coherence

If the source is effectively a point source, but radiates over a range of wavelengths, we are concerned with the temporal coherence of the field. In this case, the complex degree of coherence depends only on $\tau$, the difference in the transit times. Equation (A.10) can then be transformed and written as

$$\gamma(\tau) = \frac{\mathcal{F}\{S(\nu)\}}{\int_{-\infty}^{\infty} S(\nu) d\nu},$$

(A.14)

where $S(\nu)$ is the frequency spectrum of the radiation. In this case, it follows, from (A.12) and (A.13), that the degree of temporal coherence can be obtained from the visibility of the interference fringes as the difference in the lengths of the optical paths from the source is varied.
This argument leads us to the concepts of the coherence time and the coherence length of the radiation. It can be shown that, with radiation having a bandwidth $\Delta \nu$, the visibility of the interference fringes drops to zero for a difference in the transit times

$$\Delta \tau = 1 / \Delta \nu.$$  
(A.15)

This time $\Delta \tau$ is called the coherence time of the radiation; the corresponding value of the coherence length is

$$\Delta l = c \Delta \tau = \frac{\lambda_0^2}{\Delta \lambda},$$  
(A.16)

where $\lambda_0$ is the mean wavelength and $\Delta \lambda$ the bandwidth of the radiation. To obtain interference fringes with good visibility, the optical path difference must be small compared to the coherence length of the radiation.
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Appendix B
Fourier transforms

B.1 Two-dimensional transforms
A function of two orthogonal spatial coordinates can be expressed, by means of a two-dimensional Fourier transform, as a function of two orthogonal spatial frequencies [Goodman, 1996].

The two-dimensional Fourier transform of \( g(x, y) \) is defined as

\[
\mathcal{F}\{g(x, y)\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(x, y) \exp[-i2\pi(\xi x + \eta y)] dx dy,
\]

\( = G(\xi, \eta), \) \hspace{1cm} (B.1)

where \( \xi \) and \( \eta \) are spatial frequencies. Similarly, the inverse Fourier transform of \( G(\xi, \eta) \) is defined as

\[
\mathcal{F}^{-1}\{G(\xi, \eta)\} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} G(\xi, \eta) \exp[i2\pi(\xi x + \eta y)] d\xi d\eta,
\]

\( = g(x, y). \) \hspace{1cm} (B.2)

These relationships can be written symbolically as

\( g(x, y) \leftrightarrow G(\xi, \eta). \) \hspace{1cm} (B.3)

The Fourier transform effectively decomposes a complex wavefront into component plane waves whose propagation can then be analyzed as discussed in Appendix C.

B.2 Convolution
The convolution of a pair of two-dimensional functions \( g(x, y) \) and \( h(x, y) \) is

\[
f(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g(u, v)h(x-u, y-v) du dv,
\]

\( \hspace{1cm} (B.4) \)

which can be written as

\[
f(x, y) = g(x, y) * h(x, y), \hspace{1cm} (B.5)
\]

where the symbol * denotes the convolution operation.
By definition, convolution of a function with the Dirac delta function \( \delta(x, y) \) yields the original function.

**B.3 Correlation**

The cross-correlation of two functions, \( g(x, y) \) and \( h(x, y) \) is

\[
c(x, y) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} g^*(u, v) h(x + u, y + v) du dv,
\]

where \( g^*(u, v) \) is the complex conjugate of \( g(u, v) \). This equation can be written as

\[
c(x, y) = g(x, y) \star h(x, y),
\]

where the symbol \( \star \) denotes the correlation operation. It follows that the autocorrelation of a function \( g(x, y) \) is

\[
a(x, y) = g(x, y) \star g(x, y).
\]

**B.4 Sampled functions**

The production of computer-generated holograms involves computation of the Fourier transform \( G(\xi, \eta) \) of a sampled function \( g_s(x, y) \), which is obtained by sampling \( g(x, y) \), the wave to be reconstructed, at intervals \((\Delta x, \Delta y)\). If, for simplicity, we consider the one-dimensional case, as shown in Fig. B.1, we can write

\[
g_s(x) = g(x) \sum_{m=-\infty}^{\infty} \delta(x - m\Delta x),
\]

and

\[
G_s(\xi) = (1/\Delta x) \sum_{m=-\infty}^{\infty} G(\xi - (m/\Delta x)),
\]

where \( G(\xi) \leftrightarrow g(x) \).

---

**Fig. B.1.** The function \( g(x) \) consists of an array of delta functions obtained by sampling the function \( g(x) \) at intervals of \( \Delta x \).
As shown in fig. B.2, the Fourier transform $G_s(\xi)$ of the sampled function $g_s(x)$ consists of a regular series of repetitions of $G(\xi)$, the Fourier transform of $g(x)$, shifted in frequency by successive intervals $\Delta \xi = 1/\Delta x$.

If the interval $\Delta x$ at which $g(x)$ is sampled is small enough to avoid aliasing (overlapping of the shifted Fourier transforms),

$$\Delta x \leq \frac{1}{\xi_{\text{max}}}$$

it is possible to recover $G(\xi)$ from $G_s(\xi)$.
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Appendix C

Wave propagation

We consider, as shown in fig. C.1, a plane wave with an amplitude $a$ incident normally on an object having an amplitude transmittance $t(x_1, y_1)$ located in the plane $z = 0$.

The complex amplitude $a(x, y, z)$ at a point $P(x, y, z)$ located at a distance $z$ is then given by the Fresnel–Kirchhoff integral [Born & Wolf, 1999] which, if $z$ is much larger than $(x - x_1)$ and $(y - y_1)$, can be simplified and written as

$$a(x, y, z) = \left(\frac{ia}{\lambda z}\right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} t(x_1, y_1)$$

$$\times \exp\left\{-i\pi(x_1^2 + y_1^2)\right\} dx_1 dy_1$$

$$= \left(\frac{ia}{\lambda z}\right) \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} t(x_1, y_1) \exp\left\{-i\pi(x^2 + y^2)\right\}$$

$$\times \exp\left\{-i\pi(x_1^2 + y_1^2)\right\}$$

$$\times \exp\left\{i2\pi(x(x_1/\lambda z) + y(y_1/\lambda z))\right\} dx_1 dy_1.$$  

(C.1)

(C.2)

Fig. C.1. Coordinate system used to evaluate the Fresnel–Kirchhoff integral.
Since the first exponential factor in (C.2) is independent of $x_1$ and $y_1$, it can be taken outside the integral sign. In addition, if the distance to the plane of observation is large compared to the dimensions of the object, so that

$$z \gg (x_1^2 + y_1^2)/\lambda,$$  \hspace{1cm} (C.3)

(the far-field condition), the second exponential factor is close to unity. If then we set

$$\xi = x/\lambda z,$$ \hspace{1cm} (C.4)

$$\eta = y/\lambda z,$$ \hspace{1cm} (C.5)

where $\xi$ and $\eta$ denote spatial frequencies, (C.2) becomes

$$a(x, y, z) = (ia/\lambda z) \exp[(-i\pi/\lambda z)(x^2 + y^2)]$$

$$\times \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} t(x_1, y_1) \exp[i2\pi (\xi x_1 + \eta y_1)] dx_1 dy_1$$

$$= (ia/\lambda z) \exp[(-i\pi/\lambda z)(x^2 + y^2)]T(\xi, \eta),$$ \hspace{1cm} (C.6)

where

$$t(x_1, y_1) \leftrightarrow T(\xi, \eta).$$ \hspace{1cm} (C.7)

It follows that the complex amplitude in the plane of observation is given by the Fourier transform of the amplitude transmittance of the object, multiplied by a spherical phase factor.
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Appendix D
Speckle

When a diffusely reflecting surface is illuminated with a laser, each of the microscopic elements on the surface produces a diffracted wave. Since the optical paths to neighboring elements exhibit random differences which may amount to several wavelengths, the intensity in the far field exhibits violent local fluctuations. The general appearance of the resulting speckle pattern (see fig. D.1) is almost independent of the characteristics of the surface, but the scale of the granularity depends on the size of the diffusing surface and the distance at which the pattern is observed.

D.1 First-order statistics
The complex amplitude at any point in the far field of a diffusing surface illuminated by a laser is obtained by summing the complex amplitudes of the diffracted waves from the individual elements on the surface. For polarized light, we have

Fig. D.1. Speckle pattern observed when a diffusing surface is illuminated with a laser.
Appendix D

\[ a \exp(-i\phi) = \sum_{n=1}^{n=n} a_n \exp(-i\phi_n). \]  
\[ (D.1) \]

If we assume that the moduli of the individual complex amplitudes are equal, while their phases, after subtracting integral multiples of \( 2\pi \), are uniformly distributed over the range from 0 to \( 2\pi \), this reduces to the well-known random-walk problem. The joint probability density function of the real and imaginary parts of the complex amplitude is then [Goodman, 1975]

\[ p_{r,i}(a_r,a_i) = \frac{1}{2\pi\sigma^2} \exp \left( -\frac{(a_r^2 + a_i^2)}{2\sigma^2} \right), \]  
\[ (D.2) \]

where \( \sigma^2 \) is a constant. The most common value of the modulus is zero, while the phase has a uniform circular distribution.

It can then be shown that the probability density function of the intensity is the negative exponential distribution

\[ p(I) = \frac{1}{2\sigma^2} \exp \left( -\frac{I}{2\sigma^2} \right). \]  
\[ (D.3) \]

It follows that the mean value of the intensity is

\[ \langle I \rangle = 2\sigma^2, \]  
\[ (D.4) \]

and its second moment is

\[ \langle I^2 \rangle = 2\langle I \rangle^2. \]  
\[ (D.5) \]

Accordingly, the variance of the intensity is

\[ \sigma_I^2 = \langle I^2 \rangle - \langle I \rangle^2, \]
\[ = \langle I \rangle^2, \]  
\[ (D.6) \]

and the contrast of the speckle pattern, defined by the relation,

\[ c = \frac{\sigma_I}{\langle I \rangle}, \]  
\[ (D.7) \]

is equal to unity.

D.2 Second-order statistics

The autocorrelation function and the power spectral density of the intensity distribution can be evaluated by making use of the fact that the complex amplitude at the scattering surface and the complex amplitude in the plane of observation are related by the Fresnel–Kirchhoff integral.

For a square scattering surface whose edges have a length \( L \), it can be shown that the average dimensions of a single speckle in a speckle pattern observed at a distance \( z \) are

\[ \delta x = \delta y = \lambda z / L, \]  
\[ (D.8) \]

while the power spectral density of the intensity distribution, apart from a delta function at zero spatial frequency, is the normalized autocorrelation function of the intensity distribution over the scattering surface.
D.3 Image speckle

We can regard the entrance pupil of the imaging system as being illuminated by the primary speckle pattern. The intensity distribution in the image can then be obtained by treating the exit pupil as a diffuser.

It follows that with a lens having a circular aperture of radius $\rho$, the average size of the speckles in the image is, from (D.8),

$$\delta x = \delta y = 0.61 \frac{\lambda f}{\rho},$$

(D.9)

where $f$ is the focal length of the lens.
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